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Abstract-- We describe a recently devel oped integrated software
package called Descriptor System Toolbox (DSP), implemented
under Mathematica. This new package is fully compatible with
two other packages of Mathematica: Control System
Professional an add on toolbox of Mathematica that is already
in the 1.1 Version and Polynomial Control Systems recently
developed by N. Munro [10]. The DSP uses the functions
developed in these two packages in order to provide new tools
for the analysis and synthesis of descriptor system
representations also known us generalized state space
descriptions. Additional functions are also provided for the
manipulation of rational matrices that are quite useful in
Control theory applications .

Index terms — descriptor systems, Mathematica computer
algebra system, computer aided control systems design

I. INTRODUCTION

Condder a system described by a st of linear differential
and/or algebraic equations of the form:
Ex(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)
where E,AOR™,B1 R0 RPD R”™ and E
possibly non-singular with det|sE -~ A/ #0. Systems of the

above form are usually called singular systems, descriptor
systems, generalized state space systems, semistate systems
etc. It is easily seen that when E is non-singular the system
may be rewritten as

X(t) = ETTAX(t) + E™'Bu(t)

y(t) = Cx(t) + Du(t)
which is the well-known state space representation. Therefore,
descriptor systems congtitute a more general dass of linear
systems than gtate space sysems. Descriptor systems appear in
the moddling of many physca phenomena, such as
engineering systems (power systems, eectrical networks,
aerogpace engineering, chemical processes), socia economic
systems, network analyss, biological sysems ec. An
extended reference on descriptor systems may be found in [3],

(31, [9].

Descriptor systems are part of amore generd dass of systems,
named polynomial matrix descriptions (PMDs) described by
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thefallowing differential and algebraic equations:
A(p) B(t) =B(p)u(t)
y(t) =C(p) B(t) +D(p)u(t)
wherep:=d/dt, A(p)OR[p]™", B(p)OR[p]"",

C(p)OR[p]™",and D(p)OR[p]"".
Notethat in the case where
A(p)=pE-AB(p)=B,C(p) =C,D(p) =D
we get the dlass of descriptor systems, whereas for
A(p)=pl,~AB(p) =B,C(p) =C,D(p) =D
we get the dass of sate space systems.

In case of state space systems, Mathematica has devel oped
a wdl-known package named the Control Systems
Professional (CSP). CSP [4] is a powerful tool for the
analysis and synthesis of linear MIMO (multi-input, multi-
output) systems as wel as SISO (single-input, single-
output) systems in both time and frequency domains. CSP
has been widdy accepted in control engineering,
mechanical engineering,  aerodynamics,  satellite
instrumentation, etc. Munro [10] has recently implemented
an add-on package for CSP, named Polynomial Control
Systems toolbox dealing with the general class of
polynomial matrix descriptions. Some of the features of
this new package are a Modd Manipulation
(transformation between various type of models, i.e. PMDs,
state space systems, matrix fraction descriptions, b) System
analysis i.e. study of the properties of the PMD such as
controllability, observability, transmission zeros, invariant
zeros, decoupling zeros etc., c¢) Multivariable system
design, i.e. implementation of the Rosenbrock’s Direct and
Inverse Nyquist array design methods and MacFarlane's
Characteristic locus method, et.c..

On the other hand MathWorks Inc, has developed the
Control Systems package that together with Smulink is a
numerically oriented environment for the analysis and
synthesis of MIMO and SISO systems. Varga [15] has
extended the functionality of the Control System Toolbox
of Matlab by allowing the manipulation of descriptor
systems which in turn became known as the Descriptor
Systems Toolbox for Matlab. Sebek [11] developed the
Polynomial System Toolbox for Matlab for the study of
systems, signals and their analysis and design, employing
advanced polynomial methods.



In order to extend the functionality of the CSP toolbox for
Mathematica, while maintaining compatibility to the
Polynomial Control Systems toolbox, we have developed a
toolbox that allows: @ manipulation of polynomial and
rational matrices i.e. solution of rational matrix
Diophantine equations over several rings (polynomial,
proper, proper and stable etc), b) manipulation of linear
model descriptions i.e. descriptor systems and tools for
transformation between various type of models such as
state space systems, polynomial matrix descriptions etc., c)
system analysis i.e. computations of various types of
invariants such as decoupling zeros, system zeros and
poles, controllability —matrix, reachability matrix,
observability matrix, etc. d) time domain responses i.e
state space and output responses to arbitrary input
functions, €) synthesis and design techniques i.e
stabilizing compensator design, asymptotic tracking, pole
assignment, etc. The methodology that has been used is
known in the literature as the polynomial matrix approach.
The “Polynomial matrix approach” for analysis and
synthesis of linear multivariable control systems is a
modern technique which is based on mathematical models
of multivariable systems or processes which consist of sets
of differential / difference and algebraic equations that
govern the behavior of a system or process, relying heavily
on the algebraic properties of polynomial matrices. Results
and techniques on Polynomial Matrix Descriptions (PMDs)
of linear systems can befound in [1, 2, 6, 8, 12, 13, 14, 16,
17 and 18].

Il. MATRIX MANIPULATION

It isknow that rational functions ring theory playsacrucial
role in the Analysis and Synthesis of linear systems.
Therefore, in this section, we introduce new functions for
the study of rings of rational functions with poles in a
prescribed region of the complex plane as well as for
rational matrices with entries coming from these rings. We
focus on a) the ring of rational functions with no polesin
the complex plane (polynomials), b) the ring of rational
functions with no poles at infinity (proper functions), c) the
ring of rational functions with no poles in the extended
right half complex plane (proper and Hurwitz stable
rational functions) and d) the ring of rational functions
with no poles outside the unit circle (proper and Schur
stable rational functions). In the context of this section, we
propose a set of functions that a) determine whether a
rational function (or a matrix) belongs to a particular ring
b) calculate the quotient and remainder of a division
between two rational functions over a particular ring, c)
compute the greatest common divisor and least common
multiple of functions (rational matrices) over a particular
ring, d) check whether two rational functions (matrices)
are coprime over a particular ring, € compute structural
invariants of a rational matrix such as the Smith form of a
rational matrix in a particular ring, the Smith - McMillan

form of arational matrix using unimodular matrices over a
particular ring, f) determine particular and genera
solutions of rational matrix Diophantine eguations over
specific rings (A(9X(9+B(9)Y (9=C(9),
X(9A(9+Y (9B(9=C(s), A(9X(9+Y (9B(9)=C(9)), g) find
generalized inverses of rational matrices (Moore — Penrose
and Drazin inverse), i) compute finite and infinite Jordan
pairs of polynomial matrices that are very useful in the
analysis of polynomial matrix descriptions. In what
follows, we present someillustrative examples of the above

Example 1. Consider a PMD system described by the
Rosenbrock system matrix:

_Or(s) U(eo_
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The above system matrix may be defined using the
Polynomial Control Systems package as follows:

<<Descri pt or Cont r ol Syst ens;

t = {{s + 1, s"3 + 2s72, s"2 + 1, 0}

{s"2 + 3s + 2, s + 4s"3 + 4s"2 + s + 2, s"3 +
2s"2 + s + 3, 0}

{s"2 + 3s + 1, s"4 + 4s"3 + 4s"2 - 1, s"3 + 2s"2 +

s + 2, 1}
{0, 0, -1, 0}}
u={{0}, {0}, {0}, {1}};
v = {{0, 0, 0O, 1}}
ss = SystemMatrix[s, t, u, V]
[ s+1 S +22 2+1 0loWM
S +3s5+2 SH+483 +42 4542 S+22+4s5+3 0|0
S243s+1 F+483+482-1 S+2824s5+2 1|0
0 0 -1 011
0 0 0 -1]0)

In order to invedtigate the infinite structure of the system, we
may use some of the functions of the Matrix Manipulation
sectioni.e:

Infinite system poles

RingMcM |l anFornit, s, ForbiddenPol esArea ->
InfinityPoint][[1]] // MatrixForm

(s 00 0)
010 0
001 O

1
ooog)

Infinite transmission poles-zeros



tf=v.Inverse[t].u
RingMeM | | anForn{tf,
InfinityPoint][[1]]

(5)

Infinite input-decoupling zeros

s, Forbi ddenPol esArea ->

0 |

sc = AppendRows[t, u] ;
Ri ngMcM | | anFor n{ sc, s, Forbi ddenPol esArea ->
InfinityPoint][[1]]

{

Example 2. Congder a SISO system described by

‘ )
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where G(s):ﬁ. In order to find a dahilizing
S_

compensator F(s) for the above system

v(s) + u(s) y
_PO—V G(s)

«

\

we must first compute a left and a right coprime proper
and Hurwitz stable matrix fraction description of G(S).
This can be easly done using the functions
Ri ngLeftMatri xFraction and Ri ngRi ght MatrixFraction
asfollows

Matri xFr act i on[tf, s,
-> Hurw t zConpl exPl ane]

9(s-1)s 9
( (s+1)2 ) ( (s+1)2 )

{B2, A2} = RingRi ghtMatrixFraction[tf, s,
For bi ddenPol esArea -> Hurwi t zConpl exPl ane]

9 ( 9i-Ds )
( (s+1)2 ) (s+1)2

The next step is to compute a particular proper and Hurwitz
gable solution X1,Y 1 of the left matrix Diophantine equation

X1 A2 + Y1 B2 = |, udng the function
Lef t Di ophant i neSol ve.

{D1, Ni}=LeftD ophantineSol ve[ A2, B2,
IdentityMatrix[1], s, ForbiddenPol esArea ->
Ri ght Conpl exPl ane]

s+ 7541

( 9(s+1) ) ( 9(s+1) )

Then, the gtabilizing compensator we are looking for is given
by
W= Array[f, {1, 1}];

F = (DL - WB1).Inverse[NlL + WA1] // Factor

(_ 81 /(1,1 s2-52-81 f(1,1ys=55-4 )
752485481 £(1,1)+1
wheref(1,1) isan arbitrary proper and stable function.

I1l. LINEAR MODEL DESCRIPTION

The aim of this section is to provide a set of functions for: a)
the definition of descriptor systems in a way that conforms
with CSP gandards, b) the transformation between other
objects such as date space sydem, polynomia matrix
description, left or right matrix fraction description provided
by CSP and PCS, ¢) the determination of special forms of
descriptor systems such as Kalman controllable / observable
form, Weierdtrass canonical form, Kaman controllable /
observable forms [7], strongly irreducible redlizations and
minimal realizations. We also provide right and left matrix
fractions representations of a transfer function when the
numerator and denominator matrices are either polynomial
coprime matrices or proper coprime matrices or proper and
Schur gtable coprime matrices or proper and Hurwitz stable
coprime matrices. This congtruction is very useful in synthesis
problems such as gtabilizing compensator design, asymptotic
tracking ec. In what follows, we demonsrate the above
functionality

Example 3. Condder the polynomial matrix description of
example 1. A dexcriptor state space representation of this
sysemisgiven by

dss=Descri pt or St at eSpace[ ss]
{

5

. E
0-—— 0
2v2 2

00000 -1 0 0 0 0 0 0 0 0 0

0 0 0 0 00001 0 0 0

I 4 -

0
2 1 V5 5 21
2

A minimal regdlization of the above sysem can be eadsly
obtained by using theM ni nal Real i zat i on function



M ni mal Real i zat i on[ dss]

7 D
10| =2 0 B
v 95
1
01l o0 Y T
vV 95
V95 _
— -V 95 0

We can easly see that the above system is dready in the
Welergtrass canonical form.

Example 4. Define the descriptor state space system described
by the following matrices
M 0 0J 01 0 @ Wi
E=(0 1 15A=0 2 0Brd:ic=[0 0 {
H OO HOO0H HE
The above system is defined as follows
Ene{{-13,17,-1},{-10,13,-1},{4,-5,1}} ;
A=l dentitymMatrix[3] ;
B={{0},{0},{1}} ;
Cm={{0,0,1}} ;
ds=Descri pt or St at eSpace[ Em A, B, Cnj
-13 17 -1|1 0 0|0\D
-10 13 -1|0 1 0|0
4 -5 110 0 11

00 1]0).

The Weerdrass canonical form of the above system is given
by

Wei er st rassCanoni cal For n{ ds]

1 VY
100[ 1 0 0 —
V3
9
001 0 1 0 -
v 4579
5
000 0 0 1
v 4579
4579 14+/ 4579
243 _\/ - v 0
5 25 I3

Itstransfer function matrix is

tf=Transf er Functi on[ ds]

(52+1\‘"
k s—1/

A right proper matrix fraction description of the above transfer
function is given by the pair of matrices determined as follows

Ri ngRi ght Matri xFraction[tf, s,
For bi ddenPol esArea ->Infi nityPoint]

s—1
()
IV. SYSTEM ANALYSISPROPERTIES

In this section, we propose new functions for the determination
of the dructural invariants and properties of descriptor
systems. Particularly a) we determine variousinvariants of the
sysem such as controllahility, reachability and observahility
matrices, finite and infinite decoupling zeros (input, output,
input-output), finite and infinite syslem poles and zeros, finite
and infinite invariant zeros, finite and infinite transmisson
poles and zeros, b) we check system propertiesi.e. whether the
descriptor system is controllable / reachable,  observable,
gahilizable, detectable, stable, internaly proper or internally
sable

Example 5. Condder the descriptor system presented in
Example 4. The reachability matrix [14] of the above system is

given by

Rnm=Reachabi | i t yMat ri x[ ds]

1
L 0 0
V3
0 == S
Jas1o \fas9
0 —— 0
A 4579

Then, we can easly check whether its rank is equal or not to
the dimension of the matrix E and therefore the reachahility of
the system.

Rank[ rnm ==3

True

Similarly, the observahility of the system can be easly checked
asfollows

omrQbservabi | i tyMatri x[ ds]

(243 0 0 3
0 N 4579 _ 144/ 4579
5 25
0 _ 144/ 4579 0
25
Rank[ onj ==3
True

V. TIME DOMAIN RESPONSES

In this section, we compute symbalically the smooth and
impulsive state/output response of the descriptor system given
input and initial conditions.

Example 6. Condder the sysem of Example 4. Given the
following initial conditions and input



x0 0, 0};
ut acDelta[t]};

{1,
{Dir
we get the following state space response and its plot

xd=St at eResponse[ ds, ut, t, I nitial Condi ti ons->x0]
Pl ot [ Eval uat e[ xd] , {t, 0, 2}, Pl ot Styl e->

{ RGBCol or[ 1, 0, 0], RGBCol or [0, 1, 0],

RGBCol or [0, 0, 1] }]

(36— 5€ (B + 1) — 4 DiracDelta’[4],
280 —4€ (00 + 1) — 3DiracDelta’[7],
—8(0) + 2 (@) + 1) + DiracDelta[1]}

0.5 1 1.5 2

40 +

-60 +

VI. DESIGN AND SYNTHESIS TECHNIQUES

This section is divided into three parts: @) implementation of
classical desgn methods for MIMO sysems such as
gsahilizing compensator design, asymptatic tracking, model
matching and disurbance rgection, b) descriptor sysem
interconnections such as series, parald, feedback and generic
interconnection, and c) pole assgnment techniques for
descriptor system.

Example 7. Consder the system in Example 4. The Smith
McMillan form of the pencil is

RingMcM | | anForn{ s*Em - A, s][[1]]

10 0\
[01 0‘
00 s—2)

and its Smith McMillan form at infinity is

Ri ngMcM | | anForn{ s*Em - A, s, Forbi ddenPol esArea ->
InfinityPoint][[1]]
s 0 0y

0 s O

1
00:)

In order to assign the poles of the sysem to {-1, -2} by
congtant state feadback we use the following function:

St at eFeedbackGai ns[ds, { -1, -2}]

(0 3 -2)
where dsisthe descriptor Sate space modd obtained earlier.

Example 8. Congder the SISO system presented in Example
2. The Hurwitz gtable gabilizing compensator for the above

sysemisgiven by

Stabi | i zi ngConpensator[H, ...... ]
1 28‘Nd,l,lS +Wd,1,1 +52VVd,1,132 +1@Nn’1’1$2 _1aNn,1,1S
4 12VVd ST 5VVd,1,1 +[NVd,1,132 _Mn,l,l

where the functions W, , ,\W, ,, are arbitrary Hurwitz and

proper stable functions. Similarly, the Schur stabilizing
compensators are given by

Stabi | i zi ngConpensator[H, ...... ]
1. 36W, ,1,1Sz + 300, 1, S+, +1@Nn’1’1$2 —16sW, 1,
4 N 12VVd ,1,1Sz + gNd,l,ls + 2VVd,1,1 'HNVd,l,lSS _4SWn,1,1

where the functions W, ,,W,,, are arbitrary Schur and
proper stable functions

VIlI. CONCLUSIONS

The Descriptor State Space (DSS) package is a new package
written in the Mathematica programming language and its
primary aim is to extend the functiondity of the Control
Systems Professional package to handle descriptor state space
representations. The DSS package is fully compatible to
Control Systems Professonal implemented by Wolfram
Research and the Polynomial Control Systems written by Prof.
Munro [10]. Most of the procedures used in DSS are symboalic
and based on wel established polynomid and algebraic theory
results. Our package benefits from the accuracy of the
symbolic manipulations and the powerful numerical engine
provided by Mathematica.
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