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Niš Yugoslavia, ecko@…lfak.…lfak.ni.ac.yu

**Aristotle University of Thessaloniki,
Department of Mathematics, Thessaloniki 54006,

Greece, karampet@ccf.auth.gr

Abstract. In this paper we propose two algorithms for the computation of the Drazin inverse, based on
the Leverrier-Faddeev algorithm. These algorithms represent extensions of paper [3] and a continuation
of the paper [4]. A few matrix equations which include rational matrices are solved by means of the
Drazin inverse and the Moore-Penrose inverse of rational matrices.
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1 Introduction

Let C be the set of complex numbers, Cm£n be
the set of m £ n complex matrices, and Cm£n

r =
fX 2 Cm£n : rank(X) = rg. As usual, C[s]
(resp. C(s)) denotes the polynomials (resp. ra-
tional functions) with complex coe¢cients in the
indeterminate s. The m£n matrices with elements
in C[s] (resp. C(s)) are denoted by C[s]m£n (resp.
C(s)m£n). By Ir and I we denote the identity ma-
trix of the order r, and an appropriate identity ma-
trix, respectively. By O is denoted an appropriate
null matrix. We denote by Tr(A) the trace of A.

For any matrix A of the order m£n consider the
following equations in X, where ¤ denotes conju-
gate and transpose:

(a) AXA = A (b) XAX =X

(c) (AX)¤ = AX (d) (XA)¤ =XA;

and if m = n, also

(e) AX = XA (f) Ak+1X = Ak:

If X satis…es (a) is said to be a {1}-inverse of A,
whereas X = Ay is said to be the Moore-Penrose
inverse of A if it satis…es (a)–(d). The group inverse
A# (known as f1; 2; 5g inverse of A), is unique,
satis…es {a,b,e} and exists i¤ ind(A) = min

k
fk :

rank(Ak+1) = rank(Ak)g = 1. A matrix X = AD

is said to be the Drazin inverse of A if (f) (for some
positive integer k), (b) and (e) are satis…ed. In the
case ind(A) = 1, the Drazin inverse of A is equal
to the group inverse of A.

Penrose [5] and Decell [2], have adapted the
Leverier-Faddeev algorithm (also called Souriau-
Frame) to the calculation of the Moore-Penrose in-
verse of a Hermitian matrix, while Karampetakis
[4] extend the results to the rational matrices. A
modi…cation of the Leverrier-Faddeev algorithm for
obtaining the Drazin inverse of a constant square
was given in [3].

It is known that the Leverrier-Faddeev algorithm
is ill-conditioned. This fact is a motivation for the
use of symbolic programming languages in its im-
plementation [4] where a) variables can be stored



without loss of accuracy during calculations and b)
symbolic computation is free from the truncation
error.

Main aim of this paper is the representation and
characterization of the Drazin inverse of rational
matrices. The paper is organized as follows. In the
second section we restate well-known modi…cation
of the Leverrier-Faddeev algorithm for computation
of the Drazin inverse, introduced in [3]. In the third
section we investigate an extension of the Grevile’s
modi…cation of the Leverrier-Faddeev algorithm, to
the set of one-variable nonregular rational matri-
ces. The proposed results can be considered as a
continuation of the paper [4], and a generalization
of the results from [3]. Finally, in the last section
we investigate solutions of a few system of matrix
equations, by means of the Drazin inverse and the
Moore-Penrose inverse of rational matrices.

2 Preliminaries
In this section we consider constant square complex
matrices of the form A(s) ´ A 2 Cn£n. In [3] is in-
troduced the following representation of the Drazin
inverse.

Theorem 1 [3] Consider the matrix A 2 Cn£n.
Assume that

a(z) = det [zIn ¡ A] =

=a0z
n + a1z

n¡1 + ¢ ¢ ¢ + an; a0 = 1; z2C

is the characteristic polynomial of A. Also, con-
sider the following sequence of n £ n matrices

Bj = a0A
j + a1A

j¡1 + ¢ ¢ ¢ + aj¡1A + ajIn;

a0 = 1; j = 0; : : : ; n

Let r denote the smallest integer such that Br = O,
let t denote the largest integer satisfying at 6= 0, and
let k = r ¡ t. Then, the Drazin pseudoinverse of A
is given by

AD = a¡k¡1
t AkBk+1

t¡1 = (1)

= a¡k¡1
t Ak

¡
At¡1 + a1A

t¡2 +¢ ¢ ¢ + at¡1In

¢k+1

Also, in [3] is proposed the following algorithm
for computation of the Drazin inverse of A.

Algorithm 2 Consider A 2 Cn£n.
Step 1. Construct the sequence of complex num-

bers fa0; a1; : : : ; ang and the sequence of n£n ma-
trices fB0; B1; : : : ; Bng in the following way:

A0 = 0 a0 = 1 B0 = In

A1 = AB0 a1 = ¡Tr(A1)
1 B1 = A1 + a1In

::::: ::::: :::::

An = ABn¡1 an = ¡ tr(An)
n Bn = An + anIn

(2)

Step 2. Let

t = maxfl : al 6= 0g; r = minfl : Bl = Og
k = r ¡ t

Then the Drazin inverse AD is given by

AD = a¡k¡1
t AkBk+1

t¡1 :

3 Drazin inverse of rational
matrices

In the beginning we introduce an extension of the
Theorem 1, assuming that A(s) 2 C(s)n£n is a
rational matrix, where the variable s is an inde-
terminate. Also, the algorithm can be used when
an arbitrary value is assigned to the variable s, in
which case we obtain the Grevile’s algorithm. The
proof of the following theorem is similar with the
corresponding one from [3].

Theorem 3 Consider a nonregular one-variable
rational matrix A(s). Assume that

a(z; s) = det [zIn ¡ A(s)] =

=a0(s)z
n + a1(s)z

n¡1 + ¢ ¢ ¢ an¡1(s)z + an(s);

a0(s) ´ 1; z2C

is the characteristic polynomial of A(s). Also, con-
sider the following sequence :

Bj(s) = a0(s)A(s)j + a1(s)A(s)j¡1 + ¢ ¢ ¢ + aj(s)In;

a0(s) = 1; j = 0; : : : ; n (3)

Let

an(s) ´ 0; : : : ; at+1(s) ´ 0; at(s) 6= 0:



De…ne the following set:

¤ = fsi 2 C: ai(si) = 0g (4)

Also, assume

Bn(s) ´ O,...,Br(s) = 0;Br¡1(s) 6= 0

and k = r ¡ t. In the case s 2 Cn¤ and k > 0, the
Drazin inverse of A(s) is given by

A(s)D = at(s)
¡k¡1A(s)kBt¡1(s)

k+1 =

=at(s)
¡k¡1A(s)k

£
a0(s)A(s)t¡1 +:+ at¡1(s)In

¤k+1

In the case s 2 Cn¤ & k = 0, we get A(s)D = O.
For si 2 ¤ denote by ti the largest integer sat-

isfying ati(si) 6= 0, and by ri the smallest integer
satisfying Bri(si) ´ O. Then the Drazin inverse of
A(si) is equal to

A(si)
D = ati(si)

¡ki¡1A(si)
kiBti¡1(si)

ki+1 =

=
A(si)

ki
£
a0(si)A(si)

ti¡1+:: +ati¡1(si)In

¤ki+1

ati(si)ki+1

where ki = ri ¡ ti.

In view of the results of Theorem 3 we present the
following algorithm for computation of the Drazin
inverse. This algorithm is a generalization of the
Algorithm 2.

Algorithm 4 It is assumed that A(s) 2 C(s)n£n

is a given rational matrix.
Step 1. Construct the sequence of rationals

fa0(s); a1(s); : : : ; an(s)g and the sequence of n £ n
rational matrices fB0(s); B1(s); : : : ; Bn(s)g in the
following way:

A0 = 0 a0(s) = 1 B0 = In

A1 = AB0 a1(s) = ¡Tr(A1)
1 B1 = A1 + a1In

::::: ::::: :::::

An = ABn¡1 an(s) = ¡ tr(An)
n Bn = An + anIn

(5)

Step 2. Let

t = maxfl : al(s) 6= 0g;
r = minfl : Bl(s) = Og k = r ¡ t

For s 2 Cn¤ the Drazin inverse A(s)D is given by

A(s)D = at(s)
¡k¡1A(s)kBt¡1(s)

k+1 (6)

For those si 2 ¤, denote by ti the largest integer
satisfying ati(si) 6= 0, and by ri the smallest integer
satisfying Bri(si) ´ O. For the integer ki = ri ¡ ti,
the Drazin inverse of A(si) is equal to

A(si)
D = ati(si)

¡ki¡1A(si)
kiBti¡1(si)

ki+1 (7)

Example 5 Consider the rational matrix

A =

2
4

1 + w 1
w 1 + w

1
w ¡1 + w 1

w
1 + w 1

w 1 + w

3
5

Applying the algorithm 4, we obtain the following
intermediate results for the variables aj and matri-
ces Bj:

a1 = 1 + 3w

B1 = ff¡2w;
1

w
; 1+wg; f 1

w
;¡2(1+w);

1

w
g; f1+

w;
1

w
;¡2wgg

a2 = 2 +
2

w2
¡ 2 w2

B2 = ff¡1¡ 1

w2
+w2; 0; 1+

1

w2
¡w2g; f0; 0; 0g;

f1 +
1

w2
¡ w2; 0; ¡1 ¡ 1

w2
+ w2gg

a3 = 0
B3 = ff0; 0; 0g; f0; 0; 0g; f0; 0; 0gg

Then t = 2; r = 3; k = r ¡ t = 1 and the Drazin
inverse of A is equal to

AD = a¡1
2 A1B2

1 =

=

2
664

(¡1+w)w2

4(¡1¡w2+w4)
w

2+2w2¡2w4
(¡1+w)w2

4(¡1¡w2+w4)

w
2+2w2¡2w4

(1+w)w2

¡1¡w2+w4
w

2+2w2¡2w4

(¡1+w)w2

4(¡1¡w2+w4)
w

2+2w2¡2w4
(¡1+w)w2

4(¡1¡w2+w4)

3
775

4 Drazin inverse and some
matrix equations

In this section we solve a few systems of matrix
equations, using the Moore-Penrose and the Drazin
inverse of a given rational matrix.

In [4] is investigated the rational matrix equation
A(s)X(s)B(s) = C(s), as a generalization of the
matrix equation AXB = C, investigated in [5]. We
restate here this result for the sake of completeness.



Lemma 6 [4] The matrix equation
A(s)X(s)B(s) = C(s), A(s) 2 C(s)m£n,
B(s) 2 C(s)p£q, C(s) 2 C(s)m£q has a solu-
tion if and only if

A(s)A(s)yC(s)B(s)yB(s) = C(s) (8)

In this case, all the solutions are given by the for-
mula

X(s) = A(s)yC(s)B(s)y + (9)

+Y (s) ¡ A(s)yA(s)Y (s)B(s)B(s)y

where Y (s) is arbitrary and has the dimensions of
X(s). As it is in [4] mentioned, (8) and (9) hold
when A(s)y and B(s)y are replaced by speci…c f1g-
inverses A(s)(1) and B(s)(1), respectively.

We also use the following result.

Lemma 7 System of rational matrix equations

A(s)X(s) = B(s); X(s)D(s) = E(s) (10)

has a common solution if and only if each of these
equations has a solution and

A(s)E(s) = B(s)D(s) (11)

In the following de…nition we introduce a notion
of the index of rational square matrices.

De…nition 8 The index of a given square rational
matrix A(s) 2 C(s)n£n, denoted by ind(A(s)), is
equal to

ind(A(s)) = min
k

µ
k : 8s 2 C ;

rank(A(s)k) = rank(A(s)k+1)

¶

In Lemma 9 and Lemma 10 we generalize known
representations of the Drazin inverse and weak
Drazin inverse of a given constant matrix from [1].

Lemma 9 Consider a rational matrix A(s) 2
C(s)n£n satisfying ind(A(s)) = k. Let the ratio-
nal matrix, denoted by Ac(s), be any solution of
the system of rational matrix equations

A(s)l = X(s)A(s)l+1 (12)

A(s)X(s) = X(s)A(s) (13)

where l ¸ k is an arbitrary integer. Then Ac(s)
satis…es the following equalities:

A(s)l(Ac(s))
l = (Ac(s))

lA(s)l; (14)

A(s)l(Ac(s))
lA(s)l = A(s)l (15)

P roof. (14) follows from A(s)Ac(s) =
Ac(s)A(s). We verify (15). Because of
rank(A(s)k+1) = rank(A(s)k), it is easy to con-
clude the existence of the matrix Ac(s). Using (12)
and (14), we get

A(s)l(Ac(s))
lA(s)l = A(s)2l(Ac(s))

l =

= A(s)l¡1A(s)l+1(Ac(s))
l =

= A(s)l¡1(Ac(s))
l¡1Ac(s)A(s)l+1 =

= A(s)l¡1A(s)l(Ac(s))
l¡1 =

= A(s)2l¡1(Ac(s))
l¡1 = ::: = A(s)l+1Ac(s) = A(s)l

Hence (15) is veri…ed.

Lemma 10 Let A(s) 2 C(s)n£n, ind(A(s)) = k
and l ¸ k. Let Ac(s) be any solution of the system
of matrix equations (12) and (13). Then

A(s)D = A(s)l(Ac(s))
l+1 = (Ac(s))

l+1A(s)l (16)

P roof. Using the known representation of the
Drazin inverse from [1], it is not di¢cult to verify
the following representation of the Drazin inverse
A(s)D:

A(s)D = A(s)l(A(s)(2l+1))(1)A(s)l:

Also, in view of (15), we get (Ac(s))
l 2 A(s)lf1g

and

A(s)D = A(s)l(Ac(s))
2l+1A(s)l

Now, using (14) and (15) it follows that

A(s)D = A(s)l(Ac(s))
lA(s)l(Ac(s))

l+1 =

= A(s)l(Ac(s))
l+1

Theorem 11 Let A(s) 2 C(s)n£n and
ind(A(s)) = k. For arbitrary integers l ¸ k
and m ¸ k each of the following matrix equations

A(s)l = X(s)A(s)l+1 (17)



A(s)m = A(s)m+1X(s) (18)

has the general solution, which are represented by
the following expressions, respectively:

X(s) = A(s)D + Y (s)(I ¡ A(s)A(s)D) (19)

X(s) = A(s)D + (I ¡ A(s)A(s)D)W (s) (20)

where Y (s) and W (s) are appropriate rational ma-
trices of the order n£n. Also, the system of matrix
equations (12) and (18) has the following general
solution:

X(s) = A(s)D + (I ¡ A(s)A(s)D) £

£Z(s)(I ¡ A(s)A(s)D) (21)

where Z(s) is an arbitrary n £ n rational matrix.

P roof. According to Lemma 6, it is not di¢cult
to verify consistency of the matrix equation (12).
Indeed, using Lemmata 9 and 10, we get

A(s)l(A(s)l+1)(1)A(s)l+1 =A(s)l(Ac(s))
l+1A(s)l+1=

=A(s)DA(s)l+1=A(s)l

which is a veri…cation of Lemma 6 for this case.
Also, according to Lemmata 6, 9 and 10, the gen-
eral solution of (12) is equal to

X(s) =A(s)l(A(s)l+1)(1)+

+Y (s) ¡ Y (s)A(s)l+1(A(s)l+1)(1) =

=A(s)l(Ac(s))
l+1 + Y (s)

¡
I ¡ A(s)A(s)l(Ac(s))

l+1
¢

=

= A(s)D + Y (s)(I ¡ A(s)A(s)D)

In a similar way one can verify that (20) is a general
solution of (18). Now we derive a general solution
of the system of matrix equations (12) and (18).
Since A(s)m+1A(s)l = A(s)mA(s)l+1, according to
Lemma 7 we conclude consistency of the system of
matrix equations (12) and (18). After a substitu-
tion of (19) in (18) we get

A(s)m = A(s)m+1
£
A(s)D + Y (s)(I ¡ A(s)A(s)D)

¤
)

A(s)m+1
£
Y (s)(I ¡ A(s)A(s)D)

¤
= O:

Applying again the result of Lemma 6, we verify
consistency of this equation and get the following
general solution:

Y (s) = Z(s) ¡ (A(s)m+1)(1)A(s)m+1Z(s) £
£(I ¡ A(s)A(s)D)(I ¡ A(s)A(s)D)(1)

where Z(s) is an arbitrary rational matrix of appro-
priate dimensions. Since the matrix I¡A(s)A(s)D is
idempotent, it follows that I 2(I ¡A(s)A(s)D)f1g.
Also, according to Lemma 9 :

Y (s) = Z(s) ¡ (Ac(s))
m+1A(s)mA(s) £

£Z(s)(I ¡ A(s)A(s)D)

Using (16) we obtain

Y (s) = Z(s) ¡ A(s)DA(s)Z(s)(I ¡ A(s)A(s)D) =

= (I ¡ A(s)A(s)D)Z(s)(I ¡ A(s)A(s)D) (22)

A substitution of (22) in (19) leads to (21).

Theorem 12 Let A(s) 2 C(s)n£n satis…es
ind(A(s)) = k. For arbitrary integers l ¸ k the
following system of matrix equations

A(s)X(s)A(s) = A(s) (23)

A(s)l = X(s)A(s)l+1

has the general solution

X(s)= A(s)D + Z(s)(I ¡ A(s)A(s)D) + (24)

+A(s)y(I¡A(s)Z(s))(I¡A(s)A(s)D) £
£A(s)A(s)y(I¡A(s)A(s)D)

where Z(s) is an appropriate n£n rational matrix.

P roof. A substitution of the general solution
(19) of the equation (12) in (23) produces the fol-
lowing rational matrix equation

A(s)
£
A(s)D + Y (s)(I ¡ A(s)A(s)D

¤
A(s) = A(s)

which is equivalent to

A(s)Y (s)(I ¡ A(s)A(s)D)A(s) =

= (I ¡ A(s)A(s)D)A(s)

From Lemma 6, it is easy to verify the consistency
of this equation, and derive its general solution :

Y (s)=A(s)y(I¡A(s)A(s)D)A(s) £
£

£
(I¡A(s)A(s)D)A(s)

¤(1)
+

+Z(s)¡A(s)yA(s)Z(s)(I¡A(s)A(s)D) £
£A(s)

£
(I¡A(s)A(s)D)A(s)

¤(1)



where Z(s) is an appropriate rational matrix. It is
not di¢cult to verify

A(s)y 2
¡
(I ¡ A(s)A(s)D)A(s)

¢
f1g:

I 2 (I ¡ A(s)A(s)D)f1g

Using the above equations, we get

Y (s) = A(s)y(I ¡ A(s)A(s)D)A(s)A(s)y + Z(s) ¡
¡ A(s)yA(s)Z(s)(I ¡ A(s)A(s)D)A(s)A(s)y =)

Y (s) = Z(s) + A(s)y(I ¡ A(s)Z(s)) £

£(I ¡ A(s)A(s)D)A(s)A(s)y (25)

A substitution of (25) in (19) produces (24).
Similar with the proof of the previous theorems

is the proof of the following two theorems :

Theorem 13 Let A(s) 2 C(s)n£n, ind(A(s)) =
k. For arbitrary integers l ¸ k the following system
of rational matrix equations

A(s)X(s)A(s) = A(s)

A(s)m = A(s)m+1X(s)

has the following general solution

X(s) = A(s)D + (I ¡ A(s)A(s)D)Z(s) +

+(I¡A(s)A(s)D)A(s)yA(s) £
£(I¡A(s)A(s)D)(I¡Z(s)A(s))A(s)y

where Z(s) is an arbitrary n £ n rational matrix.

Theorem 14 Let A(s) 2 C(s)n£n, ind(A(s)) =
k. For arbitrary integers l ¸ k the system of ra-
tional matrix equations (23), (12) and (18) has the
following general solution

X(s)=A(s)D+(I¡A(s)A(s)D)Y (s)(I¡A(s)A(s)D) +

+(I¡A(s)A(s)D)A(s)yA(s)(I¡A(s)A(s)D) £
£

£
I¡Y (s)(I¡A(s)A(s)D)A(s)

¤
A(s)y(I¡A(s)A(s)D)

where Y (s) is an arbitrary rational matrix.

Remark 15 Theorems 12-14 are valid when A(s)y

is replaced by a speci…c f1g-inverse A(s)(1) of A(s).

5 Conclusion
We introduce a Leverrier-Faddeev algorithm for
the computation of the Drazin inverse of singular
square rational matrices. This algorithm is an ex-
tension of the modi…cation of the Leverrier-Faddeev
algorithm, introduced in [3]. Several systems of ma-
trix equations are solved by means of the Drazin
inverse and the Moore-Penrose inverse for rational
matrices. The above algorithms and solutions have
been implemented by the authors in the package
MATHEMATICA and can be distributed to anyone
who might be interested.
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