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Abstract

In image-based visual servo control, since control is ef-

fected with respect to the image, there is no direct control

over the Cartesian velocities of the robot end e�ector.

As a result, trajectories that the robot executes, while

producing image trajectories that are pleasing, can be

quite contorted in the Cartesian space.

In this paper we introduce a new partitioned approach

to visual servo control that overcomes this problem. In

particular, we decouple the z-axis rotational and trans-

lational components of the control from the remaining

degrees of freedom. Then, to guarantee that all features

remain in the image throughout the entire trajectory, we

incorporate a potential function that repels feature points

from the boundary of the image plane. We illustrate our

new control scheme with a variety of results.

1 Introduction

Broadly speaking, there are two basic approaches to vi-

sual servo control: Image-Based Visual Servo (IBVS),

and, Position-Based Visual Servo (PBVS) [6]. In IBVS,

an error signal is measured in the image, and is mapped

directly to actuator commands. In PBVS systems, fea-

tures are extracted from an image, and subsequently

used to compute a (partial) 3D reconstruction of the

environment or of the motion of a target object in the

environment. An error is then computed in the task

space, and it is this error that is used by the control

system. Thus, the actual control problem confronted

by a PBVS system is the classical robotics problem of

tracking a Cartesian trajectory.

IBVS approaches have seen increasing popularity,

largely due to the shortcomings of PBVS systems. With

PBVS, any errors in calibration of the vision system

will lead to errors in the 3D reconstruction, and sub-

sequently to errors during task execution. In addition,

since the control law for PBVS is de�ned in terms of

the 3D workspace, there is no mechanism by which the

image is directly regulated. Thus it is possible that ob-

jects of interest (including features used by the visual

servo system) can exit the camera's �eld of view.

There are, however, also problems associated with IBVS

systems. For an IBVS system the control law involves

the mapping between image space velocities and veloci-

ties in the robot's workspace. This mapping is encoded

in the image Jacobian, and, as one would expect, singu-

larities in this Jacobian (which occur as a function of the

relative position and motion of the camera and the ob-

ject under observation) lead to control problems. This

is, perhaps, the most persistent problem arising in IBVS

systems. Second, since control is e�ected with respect to

the image, there is no direct control over the Cartesian

velocities of the robot end e�ector. Thus, trajectories

that the robot executes, while producing visually ap-

pealing images, can appear contorted in the Cartesian

space.

These performance problems with IBVS systems have

led to the recent introduction of several hybrid meth-

ods [3,7,8]. Hybrid methods use IBVS to control certain

degrees of freedom while using other techniques to con-

trol the remaining degrees of freedom. In Section 4 we

describe a number of these hybrid approaches, and how

they address speci�c performance issues. Then, in Sec-

tion 5 we present a new partitioned visual servo control

scheme that overcomes a number of the performance

problems faced by previous systems. Finally, in Section

6, we describe how arti�cial potential �elds de�ned in

the image space can be used to enforce feature visibility.

2 Traditional IBVS

Let r = (x; y; z)T represent coordinates of the end-

e�ector, and _r = (Tx; Ty; Tz; !x; !y; !z)
T represent the

corresponding end-e�ector velocity. Let f = (u; v)T be

the image-plane coordinates of a point in the image and
_f = ( _u; _v)T the corresponding velocities. The image

Jacobian relationship is given by

_f = J(r) _r; (1)
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in which � is the focal length for the camera. Deriva-

tions of this can be found in a number of references

including [6]. Eq. (1) can be decomposed, and written

as
_f = Jv(u; v; z)v+ J!(u; v)!; (3)

in which Jv(u; v; z) contains the �rst three columns of

the image Jacobian, and is a function of both the image

coordinates of the point and its depth, while J!(u; v)

contains the last three columns of the image Jacobian,

and is a function of only the image coordinates of the

point (i.e., it does not depend on depth). This decom-

position is at the heart of the hybrid methods that we

discuss below.

The simplest approach to IBVS is to merely use (1) to

construct the control law

u = �J�1(r) _f (4)

in which _f is the desired feature motion on the image

plane, � is a gain matrix, and u = _r is the control input,

an end-e�ector velocity (this can be converted to joint

velocities via the manipulator Jacobian). Of course this

approach assumes that the image Jacobian is square and

nonsingular, and when this is not the case, a generalized

inverse, J+, is used. Since (4) essentially represents a

gradient descent on the feature error, when this control

law is used, feature points move in straight lines to their

goal positions. This can be seen in Figure 1(a).

3 Performance Issues

A commonly mentioned criticism of IBVS is that the

Cartesian paths often involve large camera motions,

which are undesirable. Often the camera moves away

from the target in a normal direction and then returns,

a phenomenon we refer to as camera retreat, which is il-

lustrated in Figure 1. In Figure 1(a), the feature points

are driven on straight line trajectories to their goal po-

sitions, producing a large, and seemingly unnecessary,

motion in the z-direction, seen in Figure 1(c).

In [1], Chaumette introduced an extreme version of this

problem, which we refer to as the Chaumette Conun-

drum, illustrated in Figure 2. Here, the desired cam-

era pose corresponds to a pure rotation about the optic

axis by � rad. Since control laws of the form given in

(4) drive the feature points in straight lines, the feature

points are driven toward the origin, which corresponds

to a singularity in the image Jacobian. As noted in [1],
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Figure 1: IBVS for pure target rotation (0.3 rad). (a)

Image-plane feature motion (initial location is Æ, desired

location is �), (b) Feature error trajectory, (c) Cartesian

translation trajectory.

this problem cannot be detected by simply examining

the image Jacobian, since the image Jacobian is well

conditioned (at least initially).

At �rst it might seem that some rotational motion of the

camera about its optic axis should be induced for the

Chaumette Conundrum; however, this is not the case.

The !z component of (4) is given by

!z = (J+)6 _f (5)

in which (J+)6 denotes the bottom row of the general-

ized inverse. In this particular case, even though _f 6= 0,

the inner product is zero, i.e., the various contributions

to rotational velocity cancel one another.

This camera retreat phenomenon can be explained in

geometric terms, leading to a simple model that predicts

the magnitude of the camera retreat motion. For the

example of Figure 1, a pure rotational motion of the

camera would cause the points to follow an arc from

point A to point B, as shown in Figure 3. For the

points to follow a straight line, as speci�ed by (4), the

scale must be changed so as to move the point from B to

C. The required change in scale is given simply by the

ratio of the distances OC and OB. The scale reduction

attains its maximum value at � = �=2 for which

�
OC

OB

�
max

= cos
�

2
: (6)

In the IBVS the reduction in scale is achieved by mov-

ing the camera away from the target. The reduction
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Figure 2: Performance of classical IBVS with the

Chaumette example. (a) Image-plane feature motion

(initial location is Æ, desired location is �), (b) Feature

error trajectory, (c) Cartesian translation trajectory.

in the apparent length of the line segment is inversely

proportional to the distance that the camera retreats,

and therefore,
OC

OB
=

dtarg

d
(7)

in which d is the current distance to the target, and

dtarg is the desired target distance, and assuming the

camera is moving normal to the target. The maximum

reduction is thus given by

dtarg

dmax

= cos
�

2
: (8)

For the Chaumette Conundrum, in which � = �, the

model accurately predicts in�nite camera retreat. The

maximum camera retreat ratio observed in visual servo

simulations and the simple model of (8) are compared

in Figure 4 and show close agreement.

At �rst it might seem that the introduction of line seg-

ment features would solve the problem, since the orien-

tation of such a segment is unambiguous. Chaumette

notes that such an approach is not guaranteed to solve

the performance problems [1], and our own simulation

results support this conclusion. Speci�cally, in simu-

lations we added one extra row to the image Jacobian

corresponding to a line segment angle feature [2]. Its ef-

fect was not signi�cant. For the Chaumette Conundrum

the addition of this feature does command some cam-

era rotation, but this commanded rotational motion is

nearly 3 orders of magnitude less than the Z-axis trans-
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Figure 3: Camera retreat model.
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Figure 4: Comparison of camera retreat ratios.

lation, even when scaling of feature magnitudes is taken

into account.

One approach to the camera retreat problem is to de-

couple the z-axis translational and rotational motions

from the control law of (4). Separate controllers would

then be designed to enforce appropriate rotational and

retreat motions. This leads to hybrid approaches that

combine aspects of IBVS and PBVS systems. In Section

4 we describe several such approaches that have been re-

cently introduced. Then, in Section 5 we introduce our

new partitioned method.

4 Some Recent Hybrid Approaches

The approaches described in [3,7,8] propose hybrid con-

trol architectures that exploit the decomposition of (3).

In particular, the camera con�gurations that correspond

to the initial and desired images are related by a homog-

raphy matrix, which can be computed from a set of cor-

responding points in the initial and desired images [5].

As has been shown in [4], for the special case of four

coplanar points, this homography can be decomposed

into a rotational component and a translational com-
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ponent. The translational component can be recovered

only up to scale, and therefore, depth must be estimated

if the translational component is to be used in a visual

servo scheme (as is the case for [3]).

With 2.5-D visual servo [7], IBVS is used to control

translational degrees of freedom, while the homogra-

phy matrix is used to estimate the desired rotational

motion. The signi�cant innovation in the 2.5-D visual

servo method is their novel method for controlling the

camera's rotational DOF. In [7], orientation is expressed

as a rotation, �, about an axis, u. The resulting control

is given by

! = u�; v = ��J
�1

v
_f + �J

�1

v J!u�: (9)

Thus, the rotational component of the control is com-

puted directly from the computed desired rotation in

3D, and the translational component is computed by

subtracting from the traditional IBVS control a term

that accounts for the translational motion in the image

induced by the rotation. Results in [1] and [7] show that

this new method handles the problem of Figure 1 and

eliminates camera retreat.

The only drawback to this approach seems to be that

the commanded rotational motions may cause feature

points to leave the image-plane. With pure IBVS, the

paths of the feature points are straight lines in the image

plane, and this problem does not arise if the points are

visible at the start and end of the motion (if the viewable

portion of the image plane is convex).

The problem of feature points leaving the image plane

during 2.5-D visual servo motion motivated Morel et al.

to propose a modi�ed approach [8]. They use the same

control as given by (9), but use a di�erent feature vector

(and, accordingly, an appropriate image Jacobian).

Deguchi takes the opposite approach from the 2.5-D

scheme of Malis et al. [3]. In particular, he uses the

decomposition of the homography matrix to compute

the translation velocity, leading to the control

v = d̂

�
t

d�

�
; ! = ��J

�1
!

_f + �J
�1
! Jvv: (10)

Here, d̂ is the estimated depth of the point in 3D and

the ratio t=d
� is the scaled translation that is directly

yielded by the decomposition of the homography ma-

trix. Thus, the translational component of the control

is computed directly from the estimated desired trans-

lation in 3D, and the rotational component is computed

by subtracting from the traditional IBVS control a term

that accounts for the motion in the image that is in-

duced by the translation.

Deguchi also presents a second method, in which the

essential matrix [5] is used (instead of the homography

matrix) to compute the desired translational compo-

nent. This method yields essentially the same control

as the �rst method, but the constraint that the four

feature points be coplanar is removed.

5 A New Partitioned IBVS Scheme

Our approach is based on the observation that while

IBVS works well for small motions, problems arise with

large motions and particularly involving rotation about

the z axis. Our scheme singles out Z-axis motion for

special treatment, motivated by the fact that the perfor-

mance issues we confront are directly related to Z-axis

translation and rotation. We partition (1) so that

_f = Jxy _rxy + Jz _rz (11)

where _rxy = [Tx Ty !x !y], _rz = [Tz !z], and Jxy and

Jz are respectively columns f1; 2; 4; 5g and f3; 6g of

J . We can write (11) as

_rxy = J
+
xy

n
_f � Jz _rz

o
(12)

where _f is the feature point coordinate error as in the

traditional IBVS scheme.

The Z-axis velocity, _rz , is based directly on two new

image features that are simple and inexpensive to com-

pute. The �rst image feature, 0 � �ij < 2�, is the angle

between the u-axis of the image plane and the directed

line segment joining feature points i and j. For numeri-

cal conditioning it is advantageous to select the longest

line segment that can be constructed from the feature

points. The rotational rate is simply

!z = 
!z(�
�

ij � �ij)

in which 
!z is a scalar gain coeÆcient.

The second new image feature that we use, �, is the

square root of the area of the regular polygon whose

vertices are the image feature points. The camera z-

axis translation rate is given by

Tz = 
Tz (�
�

� �): (13)

Figure 5 shows the performance of the proposed parti-

tioned controller for the Chaumette Conundrum. The

important features are that the camera does not retreat

since � is constant. The rotation � monotonically de-

creases and the feature points move in a circle. The

feature coordinate error is initially increasing, in con-

trast to classical IBVS.

An example that involves more complex translational

and rotational motion is shown in Figure 6. The new

features decrease monotonically, but the error in f does

not decrease monotonically and the points follow com-

plex curves on the image plane. Figure 7 compares the
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Figure 5: Proposed partitioned IBVS for pure target

rotation (� rad). (a) Image-plane feature motion (initial

location is Æ, desired location is �), (b) Feature error

trajectory, (c) Cartesian translation trajectory.
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Figure 6: Proposed partitioned IBVS for general target

motion. (a) Image-plane feature motion (dashed line

shows straight line motion for classical IBVS), (b) Fea-

ture error trajectory.

Cartesian camera motion for the two IBVS methods.

The proposed partitioned method has eliminated the

camera retreat and also exhibits better behavior for the

X- and Y-axis motion.

6 Enforcing Feature Visibility

In order to keep all feature points inside the viewable

portion of the image plane at all times, we borrow colli-

sion avoidance techniques from the robot motion plan-

ning community. In particular, we establish a repulsive

potential at the boundary of the viewable portion of
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Figure 7: Comparison of Cartesian camera motion for

classic and new partitioned IBVS for general target mo-

tion.

the image, and incorporate the gradient of this poten-

tial into the control law. We use the simple potential

given by

Urep(u; v) =

8<
:

1

2
�

�
1

�(u; v)
�

1

�0

�
: �(u; v) � �0

0 : �(u; v) > �0

(14)

in which �(u; v) is the shortest distance to the edge of

the image plane from the image point with coordinates

(u; v). The value �0 speci�es the zone of the image in

which Urep a�ects the control; if the feature point is not

with distance �0 of the boundary, then the correspond-

ing motion is not a�ected by Urep. The value of � is a

scalar gain coeÆcient.

For an Nr�Nc image, the value of � is easily computed

as

�(u; v) = minfu; v;Nr � u;Nc � vg : (15)

If n is the unit vector directed from the nearest bound-

ary to image feature point with coordinates (u; v), then

rUrep = Fn, with F given by

F (u; v) =

8<
:

�

�
1

�(u; v)
�

1

�0

�
1

�
2(u; v)

: �(u; v) � �0

0 : �(u; v) > �0

:

(16)

Since a pure translation in the negative z-direction will

cause feature points to move toward the center of the im-

age, the value of F is mapped directly to the Tz compo-

nent of the velocity command by combining it with the

control given in (13). Because of chatter e�ects (where

the feature points oscillate in and out of the potential

�eld), we smooth and clip the resulting Tz, yielding the

discrete-time controller

T
0

z(k) = �T
0

z(k � 1) + (1� �)(�? � � � F ) (17)

Tz = min fmaxfT 0

z(k); Tzming ; Tzmaxg : (18)
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In simulation we found it advantageous to use asymmet-

ric velocity clipping, jTzmax j < jTzmin j, i.e., the camera

can retreat faster than it can approach the target. This

reduces the magnitude of the \bounces" o� the image

plane boundaries when points �rst enter the potential

�eld. In practice it may not be necessary to explic-

itly implement smoothing and clipping, since real robots

have �nite bandwidth and velocity capability.

The use of a potential �eld raises the issue of local min-

ima in the �eld, but in our case, these issues do not arise,

since the potential �eld is used merely to force a cam-

era retreat, and since it will be possible for the system

to achieve the goal when this retreat is e�ected (in this

case we merely approach the performance of the clas-

sical IBVS system). This requires that no goal feature

point locations lie within the in
uence of the potential

�eld, which can be enforced by the choice of �0.

Results of the new partitioned IBVS with collision

avoidance are shown in Figure 8. The target is larger

than before, so as the camera rotates the feature points

move into the potential �eld. The parameters used were

� = 5� 106 and � = 0:8. It can be seen that as the

points are rotated, they move into the potential �eld

and then follow a path parallel to the edge, where the

repulsion and scale demand are in equilibrium.

For high rotational rates, the chatter phenomenon will

occur, and at very high rates the points may pass

through the potential �eld and become trapped outside

the image plane. Rotational rate should properly be

controlled by another loop, and this problem has strong

similarities to that of controlling step size in numerical

optimization procedures.

7 Conclusion

We have investigated some problems with classical IBVS

approaches and proposed a new partitioned visual ser-

voing scheme that inexpensively overcomes these limi-

tations. Other hybrid schemes have been proposed and

are based on decoupling camera translational and rota-

tional degrees of freedom. We have proposed a di�erent

decoupling and servo Z-axis rotation and translation us-

ing decoupled controllers based on two easily computed

image features. All hybrid schemes admit the possibility

of points leaving the image plane, as does the approach

that we described in 5. We treat this as a collision avoid-

ance problem and use potential �eld techniques to repel

the feature points from the image plane boundary.
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