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Abstract| Long range forecasts of hourly loads spanning 52 weeks (1 year) not only facili-
tates preparation of capital repair schedules of generating units for preventive maintenance in an
integrated system, but may also obviate the need for medium range forecasts in certain situations.
The varying nature of power system data having multiple periodicity of 24 hours/168 hours (1 day)
/(1 week) makes it suitable for the application of Digital Image Processing technique. An attempt
has been made to represent the data in the form of an image replacing the time variables by space
variables. Thus the inter pixel gap of the image represents the sampling time of 1 hour along the
horizontal axis and 24 hours along the vertical axis. Transforming the image by 2-D Ordered Walsh
Transform (OWT) and modeling the OWTs of successive years via an Arti�cial Neural Network
(ANN), forecasts are made by taking inverse of the forecast OWTs from the ANN. The dynamics
of the process is captured by an input output relation for the ANN model, the parameters of which
can be obtained by training the ANN with a given large set of sample input/output data (OWTs).
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I. INTRODUCTION

Forecasting techniques have been in use in power

system planning and control since early seventies [1-

4]. The growing complexity of interconnected power

system requires an accurate forecast of loads at dif-

ferent operational considerations like planning of

routine maintenance schedules of unit auxiliaries, or

capital repair of generating which are to be drawn up

optimally to minimize the gap between demand and

supply of power. Spinning reserve, hot reserve and

hence the security of supply depend very much on

such load demand pattern and hence apriori knowl-

edge of this pattern is very much essential. It is

therefore imperative, while modeling, to retain all

the speci�c features of the demand pattern of each

weekday in a system round the year. In a complex

metropolitan load, industrial holidays are staggered

due to generation de�ciencies (and hence every day

of the week has its own characteristic features of

peaks and troughs in the load demand). There are

seasonal variations too, in the load pattern of a

particular weekday especially in regions with a wide

variation of sunrise and sunset times and climatic

conditions.

Various causal and noncausal time series models

havebeen reported for short and medium range fore-

casting of power system loads employing di�erent

methods[5-21]. But a multistep ahead forecast for

reecting all the di�erent elements of periodicities

and trend in a complex power system can not be ac-

complished by the existing methods due to the facts

that

(a) Multiplicative SARIMA models have parame-

ters to be solved from a set of nonlinear equations

and a large volume of data is required and

(b) The accuracy of forecast reduces with the step

for which the prediction into the future is required.

Due to lack of data in �ne details, a causal model

is quite often discouraged. In references[22-28],



grouping of data invarious forms/discrete fourier

Transformer/walsh transformes have been used

alongwith Box-Jenking in method to achieve inform

level of errors for multistep ahead forecast. The dif-

ferent day groups (Saturday, Sunday) were modelled

separately and forecasts were made for the individ-

ual days for the seven days group. The common

features of di�erent days were thus lost in such sub-

group models. E�orts to forecast power system load

using ANN have been made in recent years, for short

and medium range where causal variables such as

the weather conditions, social condition indicator,

history of load data etc. are used as inputs, and

hourly load for the next few hours have been fore-

cast [29-34]. A good survey of application of ANN

and Arti�cial Intelligence in power system has been

made by Vidyasagar et al. [35] and Madan et al.

[36].

In the present work the data has been represented

in a matrix form and through a two dimensional or-

thogonal transform the horizontal as well as vertical

dependence of the hourly data has been retained, in

a very compact form by the fewer dominant compo-

nents. One is left with the choice of modelling these

coeÆcients over a span of a few years as the image

matrix changes with time, through either time se-

ries analysis (if the data is available for suÆciently

long period) or through Arti�cial Neural Network

(for short period).

The present study has been made with an ANN

model where the dominant coeÆcients of the trans-

formed images of two consecutive years in particu-

lar location have been used as input-output sets for

training the ANN model.

In most of the parts of India and many other coun-

tries, the weather dependence of load is marginal,

except in extreme summer or winter conditions (e.g.,

in the northern parts of India). The present study

has been made for Tata Power Company, Mumbai,

where the variation of weather round the year is in-

signi�cant.

II 2-DIMENSIONAL ORDERED WALSH

TRANSFORM

Let (x, y) be the co-ordinates of an N � N square

array (image matrix) and f(x, y)be the value of the

function (load demand) at this location.

The forward and inverse transforms are given by

[37]

T (u; v) =

N�1X

x=0

N�1X

y=0

f(x; y) g(x; y; u; v) (1)

and

f(u; v) =

N�1X

u=0

N�1X

v=0

T (u; v) h(x; y; u; v) (2)

where g(x; y; u; v) and h(x; y; u; v) are the forward

and inverse transformation kernels, which depend

only on x; y; u; v and not on the values of f(x; y) or

T (u; v) .

If the forward kernels are separable into two iden-

tical kernals, then

g(x; y; u; v) = g1(x; u) g1(y; v) (3)

A transform with a separable Kernel can be com-

puted in two steps, each requiring a 1-D Transform.

and equation (1) can be expressed in matrix form as

T = AFA (4)

where,

F = N �N image matrix

A = N �Nsymmetric transformation matrix[g1(i; j)]:

T = Resulting N �NTransformed image.

Similarly, if B is the inverse transformation matrix

of A then

F = BTB (5)

For Ordered Walsh Transform, the forward kernel is

given by

g(x; u) =
1

N
(�1)
P

n�1

i=0
bi(x)pi(n) where N = 2n

and

p0(n) = bn�1(n)

p1(n) = bn�1(n) + bn�2(n)

p2(n) = bn�2(n) + bn�3(n)

p1(n) = b1(n) + b0(n) (6)

and bk(z) is the k
th bit in the binary representation

of z. For example, if n = 3 and z = 6 (110 in binary)

then, b0(z) = 0, b1(z) = 1, b2(z) = 1, the summa-

tion in (6) are performed in modulo -2 arithmetic.

The inverse kernel is

h(x; u) = (�1)
P

n�1

i=0 bi(x)pi(n) (7)

The 2-D kernels are separable and identical and we

can write

H(u; v) =
1

N

N�1X

x=0

N�1X

y=0

f(x; y)(�1)
P

n�1

i=0
bi(x)pi(n)+bi(y)pi(v)

and

f(x; y) =
1

N

N�1X

u=0

N�1X

v=0

H(u; v)(�1)
P

n�1

i=0
bi(x)pi(n)+bi(y)pi(v)

(8)



III. NEURAL NETWORK STRUCTURE

The ANN proposed here is constructed with one

input layer with thirty-six neurons, one hidden layer

with eleven neurons and an output layer with thirty-

six neurons (Fig. 1). For each neuron j in the hid-

den layer and neuron k in the output layer, the net

inputs are given by

netj =

NIX

i�1

WjiOi j = 1; :::::; NJ (9)

and

netk =

NJX

j�1

WkjOj k = 1; :::::; Nk (10)

respectively. The neuron outputs are given by

Oi = neti

Oj =
1

1 + e�(netj+�j)
= fj(netj ; �j)

Ok =
1

1 + e�(netk+�k)
= fk(netk; �k) (11)

where neti is the input signal from the external

sources to node i in the input layer [38].

Let the connection weights Wji and Wkj be up-

dated after each presentation. They are changed

after input/output patterns(pairs) have been pre-

sented. Then for a presentation , the sum of squared

errors to be minimized is given by

Ep =

NQX

q=1

NKX

k=1

(tpqk �Opqk)
2 (12)

where tpqk and Opqk are the target output value

and computed output value at output node k for

the qth input/output pair in presentation p, respec-

tively. By minimizing the error Ep using the tech-

nique of gradient descent, the connection weights

between hidden unit j and output unit k can be up-

dated.

IV. STATEMENT OF THE PROBLEM

AND MATHEMATICAL MODEL

For power System data with periodicities of 24

hours/one week/or one year, (up to a few hours), to

obtain a multistep ahead forecast with same vari-

ance of error the following ideas have been used.

(a) The hourly load data of a particular year 'k' are

grouped together in a matrix form Ak (365/366 �

24) as shown in Fig. 2(a).

(b) The matrix Ak is now modi�ed to Ak
c in the

following way

(i) At the end of 364 days (52 weeks), the extra

one day (or 2 days in case of leap year) is trans-

ferred to the next year. This will be considered as

the �rst day,(or days) of the next year, (accumu-

lation of these extra days will cause a shift of one

annual week after 5 or 6 years depending on the oc-

currence of leap-years; after this the location can be

again readjusted), Fig. 2(b).

(ii) The matrix Ak
c is now partitioned into 52 �

3(=156) segments [Aij ]
k i= 1,2,.,52, j= 1,2,3 where

A0

ijs are of dimensions (7� 8), as shown in Fig. 2(c).

(iii) Each of the submatricesAij (7� 8), Fig. 2(d)

is now further modi�ed to an (8 � 8) square matrix

Bij , Fig. 2(e), the last row containing the elements

which are the averages of the 7 values in a particular

column. Thus, if the original elements of a subma-

trix Aij is given by amn, then b8;n =
P7

m=1

am;n

7
,

where b8;n are the elements of the 8th row of Bij .

This is average padding. Thus the submatrices are

now complete matrices (2N , N=3). This will en-

sure a square image size of 8 � 8. Thus we get a

partitioned matrix as shown in Fig. 2(f).

(iv) Each submatrix is replaced by its transform

which is sparse.

(v) A similar set of dominant coeÆcients dk+1m

for the next year's corresponding block Ak+1
ij is ob-

tained, and a two layer ANN is trained with dkm
and dk+1m (m = 1,2,3) for a large number of pairs of

matrices (Bk
i =B

k+1
i ) selected randomly from among

156 � N such pairs, where N = Number of years

considered for modeling. We have considered �ve

consecutive years from 1991 to 1995. After training

the neural network with a few years data, the co-

eÆcients are stored. 36 dominant coeÆcients have

been combined.

(vi) Now with a given year's data, following the

step (i)-(v), the 156 submatrices of OWT coeÆcients

dp+1m are obtained and for a particular value of p, all

the 36 elements of dpm are fed as input to the ANN to

obtain the corresponding output elements of dp+1m .

Each of these submatrices is inverse transformed and

we get one corresponding year's augmented data for

52 weeks. By removing the last row (8th day) of

each submatrix we get the complete year's projec-

tion.

V. BAD DATA DETECTION

Criteria to detect a certain data to be bad and to

apply a necessary correction require a lot of consid-

erations.

Here the method suggested in references[23] and

[26] have been adopted to detect and �lter out bad

data.



VI. RESULTS

The yearly data of hourly load of TATA Power

Company Mumbai for the years 1991-1996 have

been used for the present study.

The input layer to hidden layer weights W11 (11

� 36) and hidden layer to output layer weights W22

(36 � 11) alongwith the bias B11 (1 � 11) and B22

(36 � 1) are computed after several iterations and

the forecast is made for the whole year of 1996. Fig.

3 shows some typical days forecast and actual val-

ues. Comparison is made with the actual corrected

data. For example, the worst case situation, Nov.

14, 1996 shows that the actual demand was much

less than expected demand. This may be due to

system outages or any special event, (actually it was

the Children's day and `Deepavali' festival). Since

most of the Indian festivals do not fall on the same

calendar day, their e�ects on power system load de-

mands do not show any systematic pattern. Most of

these festivals are associated with reduced industrial

load demands as well. The best case is also shown

which occurs on Jan. 25, 1996.

Sample forecasts for di�erent days spread over the

entire year show a uniform level of accuracy. The

Mean Absolute Percentage Error (MAPE) and Root

Mean Square Error (RMSE) for the year 1996 are

found to be 6.6876% and 108.3380 MW respectively.

VII. CONCLUSION

In this paper the technique of Digital Image

Processing technique have been applied for long

range forecasting of hourly power system load. The

power system data with multiple periodicity of 24

hours/168 hours have been represented in the form

of image and transformed by Ordered Walsh Trans-

form. Using OWT coeÆcients an arti�cial neural

network has been trained to obtain a model for suc-

cessive years. From the Figure 3 it is found that the

approach developed in this paper for the multistep

ahead forecast for long range, (spanning 1 year) by

2-dimentional Ordered Walsh Transform via Neural

Network yields satisfactory results.
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Fig.2. Di�erent structures of hourly load data matrix for

1 year. (a) hourly load data of a particular year k (Ak),

(b) modi�ed hourly load data of a particular year k (Ak
c ), (

c ) partitioned A
k
c (156 segments), (d) one of the segments

of Ak
c (Ak

ij), (7x8), (e) augmented A
k
ij , (8x8), (f) complete

submatrices of Ak
c , (g) prominent OWT coeÆcients of Bk

ij



Fig.3. Forecast and actual values of some typical days

including best and worst cases for the year 1996
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