
A H1 design procedure for
position tracking control of current-fed induction motors

Stefano Chiaverini and Giuseppe Fusco

Dipartimento di Automazione, Elettromagnetismo, Ingegneria dell'Informazione e Matematica Industriale

Universit�a degli Studi di Cassino, via G. Di Biasio 43, 03043 Cassino (FR), Italy

Key Words: Electro-mechanical systems; H1 control; Tracking control; Feedback linearization.

Abstract

This paper gives a systematic procedure to designing
H1 position tracking controller for current-fed induc-
tion motors. The proposed method assumes that stator
currents and rotor position measurements are available
while rotor 
ux components are determined by means
of a reduced-order observer. The H1 controller yields
convergence to zero of both position and 
ux norm
tracking errors while ensuring robustness with respect
to load torque disturbances. The interesting feature of
this method is that it enables to determine the capabil-
ity rejection of the controller in function of the band-
width's value imposed on the control system. Hence,
it represents a powerful design tool because it gives
a criterium for the choice of the best rejection value
achievable by the H1 controller. To test the robust-
ness of the proposed control scheme, a position track-
ing control problem for an induction motor actuating
a single-link robotic load is considered. Simulation re-
sults are also included which con�rm the e�ectiveness
of the proposed procedure.

1 Introduction

A typical application for an induction motor is its use as
actuator for electromechanical systems aimed at track-
ing a time varying desired trajectory. However the
tracking position control is made diÆcult due to the in-
duction motor being a multivariable system with cou-
pled and nonlinear dynamics. In addition, full state
measurements are usually not available. Hence, sev-
eral researchers have investigated the use of feedback
linearization and/or adaptive control techniques for the
position control of induction motors without rotor ve-
locity or rotor 
ux measurements, even in presence of
parametric uncertainty associated with rotor resistance
value (see, e.g., [1, 5, 7, 12]). Nevertheless, the design
of these controllers requires a complex mathematical
development. In particular, some papers have investi-
gated the design of a tracking position controller for an
induction motor whose mechanical load is represented
by a robot manipulator (see, e.g., [2, 10]).

Recently, a di�erent approach to the position control
problem of induction motors has led to the develop-
ment of robust controllers which minimize a general-
ized energy cost function, including the power losses
and/or the stored magnetic energy, while satisfying ro-
bust control objectives [3, 4, 8, 9]. In this context,

a good controller is one that achieves e�ective distur-
bance rejection with low energy consumption. This
point of view leads to the de�nition of a control prob-
lem in the framework of the H1 control theory.

In this paper, a position tracking H1 controller is
designed through the adoption of a systematic pro-
cedure. This controller yields convergence to zero of
both position and 
ux norm tracking errors while en-
suring robustness with respect to load torque distur-
bances. The proposed procedure design requires sta-
tor currents, rotor position measurements and exact
model knowledge, while the 
ux components are es-
timated from a reduced-order observer. The interest-
ing feature of this approach is that the capabilities re-
jection of the H1 controller are numerically obtained
as a function of the bandwidth's values of the control
system. Hence, starting from the desired bandwidth's
value, the best capability rejection achievable from the
controller is easily determined together with the con-
troller gains. It is worth noting that the admissible
value of the control system bandwidth must be chosen
according to the sampling frequency of the digital con-
trol architecture required for the implementation of the
control law. Simulation results are presented to illus-
trate the e�ectiveness of the proposed approach applied
to the position control of an induction motor driving a
one-link robot manipulator.

2 Induction motor model and problem
formulation

The model of a current-fed induction motor in a �-�
reference frame, �xed to the stator, can be represented
as: 8>>>>>>>><>>>>>>>>:
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where Rr and Lr respectively denote the rotor resis-
tance and self-inductance, M is the mutual inductance,
J is the total inertia seen at the rotor axis, Tl is the un-
known load torque, kT = pM=Lr is the electromagnetic
torque constant, and p is the number of pole pairs; the
subscripts s and r stand for stator and rotor. In (1)



the control inputs are the �-� components of the sta-
tor currents (is�; is�); the state variables are the �-�
components of the rotor 
ux (�r�; �r�) and the rotor
speed (!).

De�ning the norm of the rotor 
ux as

� =
q
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;

and choosing the stator currents according to the fol-
lowing state-feedback control law [12]�
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the nonlinear and coupled dynamics (1) can be de-
scribed in terms of the linear and decoupled dynamics8>><>>:
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where u� and uT are two new control inputs.

Notice that the implementation of (2) requires the
knowledge of the rotor 
ux components which are not
directly measurable; to this aim an observer will be
introduced in the control scheme.

Since the objective of this paper is to design a rotor
position tracking controller for the model given by (3),
we de�ne the 
ux norm, rotor position and velocity
tracking errors as follows:

�� = �ref � � �� = �ref � � �! = !ref � ! (4)

where �ref , �ref and !ref represent the desired rotor 
ux
norm, position and velocity trajectories, respectively,
and � is the angular position of the rotor. The control
objective is to make equal to zero, at the steady state,
the errors (4); for this reason, two integral actions on
the 
ux norm and rotor position tracking errors will be
provided by means of two additional state variables �
and � such that:

d�
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The system (3), together with (4) and (5), can be
rewritten in the following form:8>>>>>>>>>>>>><>>>>>>>>>>>>>:
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This system can be divided in two decoupled subsys-
tems; the �rst one obtained from the �rst two equations
in (6), that will be called electrical subsystem and de-
noted by �el, and the second one obtained from the last

three equations in (6), that will be called mechanical

subsystem and denoted by �mec. It is simple to recog-
nize that the electrical and the mechanical subsystems
have the same form. In fact, the former can expressed
as:

�el : _�el = Ael�el +B1;elwel +B2;elu�; (7)
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while the latter becomes:
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(8)
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Since the electrical and the mechanical subsystems dy-
namics can be expressed in the same form

_� = A�+B1w +B2u; (9)

theH1 design of the position tracking controller can be
performed, for each of the two subsystems, according
to the following steps [6]:

� De�ne the subsystem output

z = C�+Du; (10)

in which the matrix D is such that the matrix
(DT

D)�1 is not singular.

� Solve, with respect to the unknown symmetric
and positive de�nite matrix X , the matrix Ric-
cati's equation

H(X; 
) =X eA+ eAT
X+X eB(
)X+ eCT eC = O;

(11)
in whicheA = A�B2(D

T
D)�1DT

CeB(
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1


2
B1B

T
1 �B2(D

T
D)�1BT

2eC = (I �D(DT
D)�1DT)C

where O and I respectively are the null matrix
and the identity matrix of proper dimension, and

2 is the attenuation factor giving a measure of
the capability of the controller to reject the e�ects
of the disturbances on the system's output.



� Compute the control input as

u =K�; (12)

where:

K = �(DT
D)�1(BT

2X +DT
C): (13)

For each of the two considered subsystems, the interval
of the admissible values of 
, ensuring the existence of
a solution to (11), must be determined. In this way,
for a desired admissible value of 
, the Riccati's matrix
equation is solved, whose solution X is used in (13) to
compute the matrix gainK. Finally, the control inputs
u� and uT , which attenuate the e�ects of the external
disturbances wel and wmec and guarantee internal sta-
bility, are obtained from (12).

3 H1 design methodology for the electrical
and mechanical subsystems

Let consider the subsystem �el described by model (7)
and the following output function

zel =

�
1 0
0 1

��
��
�

�
+

�
del
del

�
u� (14)

with del 2 <. The matrices which appear in the equa-
tion (11) in this case become
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�
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2
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� 1: (17)

Notice that the function �(
el) is monotonically de-
creasing for 
el > 0; therefore, minimizing 
el corre-
sponds to maximizing �.

Denoting the elements of the matrices X and H as

X =

�
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x2 x3

�
H =

�
h1 h2
h2 h3

�
and substituting the expressions (15) in (11) gives8>>>>>>>>>>><>>>>>>>>>>>:
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2
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(18)

The control design problem requires to �nd the max-
imum value of � such that a triple fx1; x2; x3g exists
which solves (18) and leads to a positive de�nite ma-
trix X. It is worth noting that, in view of (17), the
parameter � satis�es the constraint

� > �1;

while it is

� � 1

since the elements of the matrix X must belong to <.
For � 2 � =]� 1; 1], the solution of system (18) can be
expressed in the form [4]:
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)x2 � 2��2elx1x2:

which enables a simple numerical computation of the
functions x1(�) and jX(�)j in �.

Let now consider the subsystem �mec described by (8),
where the following output function is assumed
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with dmec 2 <. The matrices which appear (11) be-
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Notice that the function Æ(
mec) is monotonically de-
creasing for 
mec > 0; therefore, minimizing 
mec cor-
responds to maximizing Æ. In this case, the elements of
the matrices X and H are denoted as:

X =

 
x1 x2 x3
x2 x4 x5
x3 x5 x6

!
H =

 
h1 h2 h3
h2 h4 h5
h3 h5 h6

!



According to the above procedure, substituting the ex-
pressions (21) in (11) gives8>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>:
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(24)
The objective of the control design problem is to
�nd the maximum value of Æ such that a sextuple
fx1; x2; x3; x4; x5; x6g exists which solves (24) and leads
to a positive de�nite matrix X. Notice that, in view
of (23), the parameter Æ satis�es the constraint

Æ > �2;

while it is
Æ � 1

since the elements of the matrix X must belong to <.
For a given Æ, a solution to the system (24) can be
found as follows: The �rst equation in (24) is used to
express x2 as a function of x1. Then, the last equation
in (24) is solved with respect to the unknown x3; let
x3;1 and x3;2 be the two solutions. At this point, by
substituting e.g. x3;1 in the third equation in (24), we
can express x5 as a function of x1. Plugging the ob-
tained expressions of x2(x1) and x5(x1) into the fourth
equation in (24), a polynomial equation of degree four
is obtained in the unknown x1. For each of the four
solutions in x1, �nally x2 and x5 are easily computed
while x4 is obtained from the second equation and x6
from the �fth equation in (24), respectively; in this
way, four quintuples fx1; x2; x4; x5; x6g are computed.
Obviously, other four quintuples fx1; x2; x4; x5; x6g are
obtained starting from x3;2.

4 Case study

The proposed approach has been applied to design a ro-
tor position tracking controller for an induction motor
whose parameter values are reported in Table I. To test
the robustness of the control law, we have considered
an induction motor driving a single-link robotic load
which is modeled as a metal bar link. The parameter
J which appears in (1) can be expressed as

J = Jm +
1

3
mL2

0

where m = 0:4 kg is the link mass and L0 = 0:2m is
the link length. Concerning the load disturbance Tl,

P = 3 kW Lr = 0.149 H

V = 220 V (rms) M = 0.143 H

!nom = 305 rad/s Rr = 1.26 


�nom = 1.13 Wb Jm = 0.00448 Nms
2

/rad

p = 1 { Rs = 1.05 


Ls = 0.149 H

Table I: Induction motor parameters.
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Figure 1: Block scheme of the simulated control scheme.

it can be supposed dependent on the rotor position,
according to the following law:

Tl =
1

2
mgL0 sin �

in which g is the gravity acceleration. Note that this
disturbance is not exogenous for our system; however,
it is common practice in independent joint control of
robotic systems to regard this type of dynamical load
as if it were an exogenous disturbance (see, e.g., [11]).

Figure 1 shows the block scheme of the implemented
system. The digital control architecture works at a
sampling period Tc equal to 100�s.

The design of the position tracking controller requires
to �nd, for each of the two subsystems �el and �mec,
the matrix X solution of the Riccati's equation (11).

4.1 Controller design for the electrical and me-
chanical subsystems
Let �rst consider the subsystem �el for which del =
0:1 is assumed. In order to �nd a triple fx1; x2; x3g
which solves system (18) and leads to a positive de�nite
matrixX, the expressions (19) are used to compute the
functions x1(�) and jX(�)j in � which are plotted in
Figure 2 for the case of negative sign chosen for both
the x2 and the x1 solutions. It can be recognized that
the positive de�niteness constraint is satis�ed with �
in the interval �ad =]�1; 0[ which is the whole interval
of admissible values for �. Since the upper bound on �
does not belong to �ad, the factor 
el is lower-bounded
by the value


�el =

p
2delLr

RrM
= 0:117
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Figure 2: Plot of the functions x1(�) and jX(�)j for the
subsystem �el: case of negative sign chosen for

both the x2 and the x1 solutions to (18).

that cannot be achieved (� = 0); therefore, a subopti-
mal solution can be adopted. To this aim let consider
the closed-loop bandwidth whose expression is:

Bel =

q
MRr

Lr
K2;el

2�

r
��el +

q
�2el + 1 (25)

where

�el = 2 �2el � 1�
1

(�el �el)2
;

and the coeÆcients �el and �el are given by:

�el =
1

2
(1 +M K1;el)

s
Rr

MLrK2;el

;

(26)

�el =
K2;el

K1;el

Lr

Rr

2

(1 +MK1;el)

In (25) and (26) K1;el and K2;el are the elements of
the gains matrix Kel. The expression (25) gives the
closed-loop bandwidth's value of the subsystem as a
function of K1;el and K2;el. In this way, by means of a
numerical approach, for each value of 
el spanning the
interval ]
�el; 
el;max], where 
el;max = 1 is assumed, one
obtains a triple of values (K1;el; K2;el; Bel). Collecting
all the obtained triples it is then possible to build the
plots of the functions 
el(Bel), K1;el(Bel) and K2;el(Bel)
which are represented in Figure 3. This result gives a
e�ective tool to designing the H1 controller. In fact,
for an assigned closed-loop bandwidth'value, both the
corresponding attenuation factor 
el and the controller
gains are easily determined from Figure 3. In our case,
imposing a desired bandwidth value equal to 4Hz one
obtains:


el = 0:123 Kel = (25:4 105):

Let now consider the mechanical subsystem �mec, for
which dmec = 0:1 is assumed. In this case, the parame-
ter Æ is restricted to the interval � =]� 2; 1]. A sextu-
ple fx1; x2; x3; x4; x5; x6g which solves system (24) and
leads to a de�nite positive matrix X, can be found
if a plot of the functions x1(Æ), jX2(Æ)j and jX(Æ)j,
with Æ spanning the interval � is build, where jX2j
stands for the second-order principal minor of X . In
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Figure 3: Plot of the functions 
el(Bel); K1;el(Bel) and

K2;el(Bel).

fact this plot allows visual inspection of the values of Æ
that satisfy the positive de�niteness constraints; among
these values of Æ, the maximum one is chosen. Fig-
ure (4) shows the plot of the functions x1(Æ), jX2(Æ)j
and jX(Æ)j when the second solution is chosen both
for x3 and x1. It can be recognized that the positive
de�niteness constraint is satis�ed if Æ 2 �ad =]� 2; 0[.
Since the upper bound on Æ does not belong to �ad,
the factor Æmec is lower-bounded by the value

Æ�mec =
dmec

p
3(1 + J2)

kT
= 0:180

that cannot be achieved (Æ = 0); therefore, a subopti-
mal solution can be found according the same proce-
dure outlined for the electrical subsystem. In detail, for
each value of Æ spanning the interval �ad, the values
of K1;mec, K2;mec, K3;mec are calculated from equation
(13). Plugging these values in the following expression

�ref(s)

�(s)
=

kT

J
(K1;mec s

2 +K2;mec s+K3;mec)

s3 + kT

J
(K1;mec s2 +K2;mec s+K3;mec)

(27)
which gives the transfer function of the closed-loop sys-
tem, the corresponding value of Bmec is numerically
computed. Collecting all the so-obtained quadruples,
it is then possible to build the plots of the functions

mec(Bmec), and Kmec(Bmec) which are represented in
Figures 5 and 6, respectively. Since Tc is equal to
10 kHz we have set the closed-loop bandwidth to 600
Hz. This choice is mainly determined by requirement
to reduce the e�ects produced by noise measurement.
According with this choice one has:


mec = 0:204 Kmec = (37:7 3409:8 30:4):

The desired rotor position trajectory was selected as:

�ref(t) = 10�e�0:2 t sin2(� t) rad;

while the reference trajectory of the 
ux norm is kept
constant at its nominal value. To avoid the start-up
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Figure 5: Plot of the function 
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singularity in (2), the initial conditions of the 
ux es-
timates are set to

b�r�(0) = 0:001 b�r�(0) = 0:0

The resulting position tracking error is shown in Fig-
ure 7. The very good performance of the control system
in terms of both position tracking and, at same time,
load torque disturbance rejection capability is evident.

5 Conclusion

A systematic procedure to designing a rotor position
tracking H1 controller has been developed. This rep-
resents a powerful design tool since it enables to choose
the controller gains starting from requirements imposed
on the control system bandwidth. The design has been
illustrated for a joint servo of a single robotic link.
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