
1.  Introduction 

Grasping an unknown or a partially known object is a
big challenge for robotic devices. Robotic grasping
systems require extensive calibration and a priori
knowledge about the grasping targets. However, it is
often desirable to have a method that can analyze and
plan grasps of objects that are novel to the robotic
planning system.

Many techniques have been proposed for planning
grasps of known or partially known objects. In gen-
eral, these techniques possess other system
characteristics that are undesirable, such as high
computational overhead or need for extensive cali-
bration. In addition, methods that attempt to register
the environment and then execute an entirely blind
grasp are susceptible to problems in calibration and
changing environmental conditions.

What is desired is a method for planning grasps that
performs well on completely unknown objects, that
incorporates object measures that are also useful for

visual guidance of the manipulator, and that reduces
(or is free of) calibration restrictions.

In particular, we propose using statistical pressure
contour models to guide grasp axis selection and
robot motion. Results from this work are preliminary,
yet still demonstrate great promise for the use of a
knowledge-based, weak-model grasping method. Our
approach is based upon finding grasp point pairs and
executing vision-guided grasps given no previous
information about the object to be grasped.

In this paper, we extend recent innovations in statisti-
cal dynamic contours [6] to extract grasp axes and to
track the contour of our target. Potential grasp axes
are filtered by heuristic methods that measure the
quality of each potential grasp axis. We use an eye-
in-hand system to experimentally execute the grasps
found by our method, showing that our system can
grasp various shapes (e.g., a block, a tape dispenser,
and a pair of pliers). The grasps are also computed
under a variety backgrounds, ranging from a uniform
gray background to a wood textured background.
Multiple objects in the scene do not affect the method
provided that there are no overlapping objects of sim-
ilar image statistics.
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2. Previous Work

Early work on grasping contours by Faverjon and Ponce
[5] demonstrated how to compute good grasps using
piecewise polynomial contours. However, their work
did not include the use of a grasp planner in order to
control a robot. Bendiksen and Hager [2] showed prom-
ising experimental results on vision-based robotic
grasping. Taylor et al. [10] made the initial steps toward
combining visual servoing with a contour-based grasp
planner. Their work describes a system that uses snakes
to grasp prolate spheroids. Their proposed algorithm
addresses the problem of having the grasp points of dif-
ferent depths on the contour. In part, our work extends
this by looking at the entire contour rather than using
sets of parallel snakes that match the gripper width to
search for graspable opposing surfaces. Using the entire
contour allows us to look for grasps on more compli-
cated objects. We also use a tracking strategy based
upon the entire contour. The utility of tracking the entire
contour was demonstrated by Yoshimi and Allen in [11].
By tracking the entire contour, the fingers/gripper con-
tact with the object can be detected. Finally, Allen et al.
[1], and Smith and Papanikolopoulos [8] presented suc-
cessful robotic grasping using eye-in-hand vision
systems.

3. Active Deformable Models

Our method uses active deformable models (i.e., snakes)
to extract contour information from image measures.
The snakes deform based upon statistics derived from
the image data, resulting in a contour model for objects
in the workspace. An advantage of snakes in general is
that these models can track partially-occluded objects or
semi-rigid targets [4][9]. Since the model itself can be
used to visually guide the manipulator, the utilization of
model and planning data by the control system is rela-
tively straightforward.

The traditional deformable model was first proposed by
Kass et al. [7]. It is a parametric curve  of the form

, (1)
where  and  are the coordinates of the curve. The
curve is placed onto a potential field derived from the
following energy equation:

(2)

where , , and  are weights. The first term corre-
sponds to the tension force, the second term corresponds
to the curvature force,  is the potential
induced by the image values (edges, corners, or dark
spots on the image) along the curve, and the last term
corresponds to the pressure force. The energy along the
length of the curve is minimized by allowing the model
to change shape and position. 
A problem with these formulations is that in the absence
of image energy, these models collapse to a point. Pres-
sure snakes (balloons) [3] have been developed to allevi-
ate this problem by adding an internal pressure term to

force the model to expand. Unfortunately, the constant
pressure term introduces new problems with the model.
For instance, the initial placement of the snake had to be
within the target. 

Several forms of dynamic pressure models were pro-
posed by Ivins and Porrill [6] to address the issues of
constant pressure models. The pressure models are
based upon first order statistics and utilize a seed region
of the image to identify positive vs. negative pressure
regions. That is, image regions that are statistically simi-
lar to the seed region yield positive pressure while
image regions that are some number of standard devia-
tions away from the seed mean will yield negative
pressure. When a portion of the contour is in a positive
region, it will expand away from the center of the con-
tour. When the contour portion is in a negative region, it
will contract toward the center. It follows that the mini-
mum energy of the contour lies on the pressure
boundary between positive and negative.

For our particular method, we use a dynamic statistical
pressure snake that does not require an image energy
term. We use an energy function with only internal
energy and the dynamic statistical pressure model. The
pressure model from [6] is given by

, (3)

where  is the curve,  and  are the mean and stan-
dard deviation of the seed region, and  is a user speci-
fied parameter. There are issues with this model (and
snakes in general) related to the automation of seed
selection and the automation of the selection of the 
parameter.

A significant problem with dynamic pressure snakes is
the coupling between energy terms. Curvature, pressure,
and tension can all apply force in a direction perpendicu-
lar to the curve. The curvature in Eq. (2) pushes the
points toward a line. Tension applies a force along the
curve in the direction that reduces overall curve length.
Pressure by definition is expanding or contracting the
area of the snake and acts perpendicularly to the curve.
To de-couple these forces, we first looked at what each
force is trying to achieve, then developed forces that
achieve the same goal with minimal coupling.

 The objective of the curvature term is to smooth the
contour. The objective of pressure term is to explore the
image and find the region boundaries. The objectives of
the tension term are to have the control points uniformly
distributed around the curve and to shrink the snake
when there are no image forces. 

Our first observation is that shrinking of the snake due
to tension is redundant with the pressure, therefore our
replacement term for tension is only required to evenly
space the points. The original tension term that mini-
mizes the length of the curve would pull the control
point (B) towards the line connecting its two adjacent
control points (A,C) (Fig.2). This perpendicular motion
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to the curve strongly interfered with both curvature and
pressure forces.

 The spacing term is minimal when all the snake control

points have a constant distance between them. This is
achieved by a force acting toward the perpendicular
bisector of AC (Fig.2). By moving the control point
towards the nearest point on the perpendicular bisector,
the interference with the curvature force is minimized.
While the dynamic addition/subtraction of points can
also provide equal spacing, this force is still necessary to
maintain spacing within the bounding thresholds.

The curvature term is minimal when all the angles
formed at the control points are equal. The lowest energy
configuration without a pressure term will be a circle.
The original curvature would collapses to a point or flat-
ten out to a line. 

There have been several formulations given for curvature
[12]. In these formulations, a straight line has the lowest
curvature. Since our snakes are closed contours, a better
curvature would be one where a circle has lowest value.
This is mainly a difference in implementation not in con-
cept since a line can be seen as a segment of an infinitely
large circle. In our formulation curvature has been made
independent of this circle’s radius. We define “Curva-
ture” as the similarity between the control point’s angle
and the angles of its neighbors. This curvature force
moves the control point in such a way that its angle and
the neighboring angles are equal (see Fig.1) where the
control point is pushed to equalize angles A, B, and C).
This formulation is straightforward and easy to
implement.

The assurance of evenly spaced points around the con-
tour is necessary because we use the snake contour to
approximate the object contour and assume an even dis-

tribution of points in order to find the perceived center of
mass

4. Grasp Axis Determination

Once the snake has settled on the object contour, a heu-
ristic is used to extract potential grasp axes. This is done
by considering grasp axes formed by each pair of control
points. Axes that do not satisfy a filtering condition are
eliminated. In Fig.3, points  and  are the two control
points under consideration. We use the pressure snake to
estimate curvature and gripper contact area at the grasp
points and thus, the directions of vectors  and  are
assumed to estimate the local object contour. The grasp
axis, represented by , must satisfy the following
conditions:

, (4)

, (5)

, and (6)

, (7)

where  and  are preset parameters, and
. The final condition (7) guarantees that the

grasp axis is inside the object. The width of the opening
of the gripper is estimated by taking into account the
operating depth of the manipulator. Axes that pass are
rank ordered according to their distance from the snake’s
center of mass. The grasp axis used is the one with the
smallest distance to the perceived center of mass. Fig.4
shows an image of an object that was used in our experi-
ments along with the extracted grasp axes.

The promise of this method lies in its ability to produce
plausible grasp points for completely unknown objects.
This allows the robot to cope with novel situations. 

5. Tracking and Grasp Execution

Once an axis is chosen, the axis’ offset from the per-
ceived center of mass is found, along with its orientation
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relative to the elongation axis of the object. The center
of mass and the elongation axis are computed from the
snake control points by considering the full region
enclosed by the snake. This makes these measurements
robust despite local variations on the snake contour. Fur-
thermore, the elongation axis and the perceived center of
mass are invariant with respect to X- and Y-axis transla-
tions and Z-axis rotations. Due to this characteristic, the
snake can then be used to track the contour in real-time,
extracting the perceived center of mass as well as the
orientation given by the elongation axis. The efficiency
of our statistical deformable model implementation
allows frame-rate visual guidance while the manipulator
is in motion.

The system orients the gripper using closed-loop control
with feedback from the real-time computation of the
snake’s center of mass and orientation. Once the gripper
is aligned, a blind Z-axis translation is done and the
grasp is completed. Our choice of using visual guidance
to perform the alignment significantly reduces the
required calibration from a complete calibration down to
a few parameters (three parameters if we assume that the
gripper points down vertically). In this version of the
system, we assume that the object lies on the same plane
as the manipulator’s mounting surface, leading to a
known depth measure that is used to execute the blind
Z-axis motion. 

One of the areas for future work in this area is to investi-
gate the potential of using either the snakes or some
other visual measurement to visually guide the grasping
through all manipulator motions and to determine when
to close the gripper [8].

6. Experimental Design

6.1. Hardware
Our current experimental setup consists of a mini-cam-
era mounted on the gripper of a Puma 560 manipulator.
The camera’s output is sent to a Matrox Genesis vision
board that occupies a PCI slot in a dual processor Pen-
tium Pro PC. The Matrox board and the system
processors of the PC are used to implement the vision
and control algorithms, producing cartesian coordinate
changes for the manipulator. These changes are trans-
mitted to the manipulator control subsystem via a serial
connection. 

6.2. System Initialization
The system implements a statistical snake model. The
mean and standard deviation of the pixel values for the
object are calculated from a seed region. In this prelimi-
nary system, the user supplies the seed region by using a

mouse or other pointing device. For the snake, the 
and  are set to one, and  is set to 3.

The grasp axis is determined using the heuristic
described above. The parameters  and  were set to
3 degrees. In the preliminary version of the system, the
computed grasp axis is presented to the user for verifica-
tion. While not required, this user intervention is utilized
while the system is under development.

6.3. Experimental Results
Our first experiments with the system used a somewhat
traditional rectangular prism that has many grasp axes
along the major axis of the prism. This object was
picked to determine the effectiveness of our heuristic
method that selects the “best” axis to use for alignment
and grasping. Since there are many candidate grasp
axes, a flaw in the method would be readily apparent in
the rank ordering of the potential grasp axes. In addition,
the block used for these experiments narrowly fits into
the gripper opening, allowing us to evaluate the quality
of our on-line calibration and gripper alignment meth-
ods. The results of several experimental runs are
presented in Fig.6, Fig.7 and Fig.8. In all the graphs in
the figures, measurements are relative to the initial grip-
per position. The first part of the grasping process, the
gripper alignment, involves simultaneous translation in
the X and Y directions and rotation around the Z-axis.
Once the alignment is completed, a translation along the
Z-axis is performed with a constant speed. For clarity,
the plots for the X- and Y-position and Z-rotation are
shown only during the alignment stage after which, they
remain constant.

 The first set of graphs (Fig.6) show typical grasps of a
block on a gray background. The block in Fig.6 was
placed 58 mm away from the origin in X, 48 mm in Y,
and rotated by .4 radians relative to X-axis. All the plots
show that as the arm moves, it overshoots and has to
correct itself. Corrections are about 3-5 mm. These cor-
rections show an advantage of using a vision-based
controller, where visual feedback eliminates the need for
highly calibrated systems which are susceptible to inac-
curacies and to problems in environmental changes. In
Fig.7 and Fig.8, the grasp was performed on a tape dis-
penser sitting on a piece of plywood. Fig.8 shows the
largest displacement of all the grasps (50 mm in X and
190 mm in Y). A closer look at the Z rotation graph
shows that around time 4.5 sec, the gripper suddenly
starts rotating after it appeared to have settled. This is
due to the fact that during the X and Y fast translation,
the snake lagged behind a little and underwent some dis-

Eliminated

Center of mass

Elongation axis

Candidate axes

Fig.4. Extracted grasp axes.

Best axis

α
β k

e1 e2

Fig.5. It shows the initial position of the tape 
dispenser target as viewed from the gripper 
camera. This target was used for the results in 
Fig.7.



tortion. Although it still tracked the target, and thus
estimated the center of mass, it did not accurately esti-
mate the target orientation. As the translation speed
slowed down, the snake recaptured the target contour
and provided an accurate estimate of the orientation
which is ~.02 radians different from the skewed direc-
tion. We do not consider this to be a serious problem
because no major attempt has been made to optimize any
of the code. Optimizing the code would help reduce or
eliminate the lag in tracking. This would allow for an
even faster translation and rotation during the alignment
stages.

For all practical purposes, the translation along the Z-
axis can be made as fast as physically possible. We used
a conservative approach of setting the speed to about 35
mm/sec during our experimentation.

7. Conclusion

In this paper, we have presented a novel method for the
determination of plausible grasps for unknown objects.
This method is based upon statistical active deformable
models (statistical snakes). The method is experimen-
tally verified using both simple and complex, unknown,
grasping targets. Because we allow the dynamic addi-
tional and removal of control points for the snake, we
obtain a dense and evenly distributed set of control
points along the contour of the object. The points are
pairwise analyzed to determine those points that define
possible grasp axes. We can apply any of several heuris-
tic methods to these possible grasp axes to rank order the
axes from best to worst. Once ranked, the best (most
plausible) axis is used to determine the alignment con-
straints for the grasp. We extract the perceived center of

mass and the elongation axis of the object from our
snake and use these measures to visually guide gripper
alignment. Once aligned, the manipulator executes a
blind Z-axis motion to grasp the object. We present the
results of several experiments to verify the validity of
this method and to demostrate its effectiveness in finding
quality grasp axes.

8. Future Work

Our future work in this area will center upon three direc-
tions. First, we will investigate the suitability of
additional heuristics for ranking the possible grasps. Sec-
ond, the use of visual guidance throughout all
manipulator motions should be researched so that
assumptions that we made for this preliminary system
can be relaxed. Third, we want to consider the possibility
of including an exploratory component that uses visual
measurements to reject grasp axes that are identified as
plausible when the grasp is in fact not possible. This
could also include applications where the gripper has
more complex kinematics than a simple parallel jaw
gripper.
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