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Abstract. In this paper the problem of estimating controllable and recoverable
regions for classes of nonlinear systems in the presence of uncertainties, state and
control constraints is considered. A new computational technique is proposed ba-
sed upon a ray-gridding idea in contrast to the usual gridding techniques. The
new technique is also based on the positive invariance principle and the use of

Piecewise Linear (PL) Lyapunov functions to generate polytopic approximations to
the controllable/recoverable region with arbitrary accuracy. Various types of sta-

bilising controllers achieving certain trade-o�s between robustness, performance and
safety, while respecting state and control constraints, can be easily generated. The
technique allows the approximation of nonlinear systems via piecewise linear uncer-

tain models which reduces the conservatism associated with linear uncertain models.
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1 INTRODUCTION

The presence of control input bounds is unavoid-
able from a practical point of view due to the
use of actuators that saturate. Moreover, state
bounds are natural in many practical problems,
since the state variables -which usually correspond
to physical quantities of interest- are only allowed
to take values within certain intervals. For such
constrained systems controllability and stabilis-

ability are fundamental issues. It is very useful
to provide a characterisation of those states which
can be controlled to the origin -the trivial equi-
librium point- by means of admissible controls.
Such states are called controllable [5, 6]. The con-

trollable region is de�ned then as the set of all
controllable states. In the presence of additional
state limitations, all states that can be driven to
the origin by means of bounded controls while re-
specting the state constraints are called recover-

able [7]. All recoverable states constitute the re-

coverable region.
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The estimation of the controllable or the recover-
able region can be valuable, especially when the
designer wishes to take such limitations into ac-
count in the control design stage in order to �nd
a control law that not only stabilises a system -
and possibly achieves good performance- but also
guarantees an almost maximal region of attrac-
tion. Moreover, if there exist tools to measure
performance and safety degrees, the control de-
sign can aim at certain trade-o�s between them.

There has been a signi�cant activity in the past

few years on the control of linear systems sub-
jected to control bounds. Some analytical results
characterising the controllable regions of anti-
stable systems (all poles in the open right half of
the complex plane) were given in [5, 6], in which
references to other interesting results on global or
semi-global stabilisation can also be found.

On the other hand, there has been a considerable
research activity for discrete and continuous-time
linear time invariant (LTI) systems subjected to
both state and control constraints (see [4, 7] and
references therein). Unfortunately, all these re-
sults are applicable to LTI systems only, except of
the work of Blanchini [1, 2, 3] which can deal with



linear uncertain systems (in a parametric uncer
tainty form). His method yields polytopic approx-
imations of the recoverable region with arbitrary
accuracy via the use of PL Lyapunov functions
and the corresponding polytopic positively invari-
ant (P.I.) sets. A set S is called positively invari-

ant with respect to the trajectories of a dynamical
system when all trajectories initiated in it never
escape it. A di�erent approach is presented in [7].
Our work is most closely related to Blanchini's
ideas although a completely new computational
technique is proposed. The proposed technique is
named ray-gridding and is capable of getting pro-
gressively better estimates of the controllable or
the recoverable region based on a gridding of the
state-space in terms of rays and not points. An ad-
vantage is the ability to yield intermediate results
which represent trade-o�s between execution time
and quality of approximation. These trade-o�s,
when seen from the control design viewpoint can
be interpreted as trade-o�s between performance
and safety and can be used for more complete and
systematic constrained stabilisation. Finally, not
only linear uncertain but also PL uncertain sys-

tems (in a form consistent to the state-space par-
tition imposed by the polytopic approximation)

can be dealt with.

The paper is organised as follows: The basic un-
derlying idea is described in section 2.1 for planar
LTI systems and a technique that reduces the com-
putational time signi�cantly is outlined in section
2.2. The technique is implemented successfully to
some planar examples from [7] in section 3. In
section 4 all possible extensions of the technique
to more useful system classes are discussed. Due
to space limitations, only sketches of some proofs
are given and the reader is referred to [8] for more
details.

2 THE RAY-GRIDDING APPROACH

The ray-gridding approach has been conceived es-
pecially to provide a 
exible framework in which
one has the ability to experiment with di�erent
types of PL-Lyapunov functions, by adjusting pa-
rameters of their polytopic surfaces such as posi-
tion and complexity.

Let us assume a planar single-input LTI system

_x = Ax + bu ; A 2 R
2�2 ; b 2 R2�1 (1)

Instead of gridding which operates pointwise, the
ray-gridding operates in terms of rays.

De�nition 1. By a ray partition in R2 we de-
note a set fri ; i = 1; 2; : : : ; nrg of rays, where
ri = fx 2 R

2 : x = �i � ei ; �i � 0 ; ei 2 R
2g.

The vectors ei 6= 0 which specify the rays are
termed ray vectors and then any point on the
ray ri is uniquely determined by the non-negative

scalar �i, referred to herein as its scaling factor.
The number nr of the rays in frig is called the
order of the ray partition.

De�nition 2. We also de�ne the following spe-
cial subclasses of the class of all ray partitions in
R
2 :

� A ray partition is called proper when all its
rays ri are disjoint, or r1 \ r2 \ : : : \ rnr =
f0g, i.e. they only intersect at the origin.
Otherwise it is called improper.

� A ray partition is called unit if and only if
all its ray vectors are unit vectors, i.e. their
magnitude is equal to 1.

� A ray partition is called constrained when
all its scaling factors are bounded, i.e. there
exist upper limits �+i such that 0 � �i � �+i .

� A constrained ray partition is called nor-

malised if and only if all its scaling factors
are bounded by 1, i.e. �+i = 1 8i.

� A ray partition is termed symmetric if and
only if for every ray ri there exists another

ray rj such that 8x 2 ri 9x
0 2 rj : x0 = �x.

Remark 1. State and control constraints of the
form x(t) 2 X and u(t) 2 U , where X ;U are
compact, convex and containing the origin in their
interior, are assumed. In their presence, a ray
partition becomes constrained, and it can be nor-
malised by using as new ray vectors e0i the inter-
section of the rays and the boundary of the state
constraint set X , i.e. e0i = ri \ @X .

De�nition 3. By a controlled invariant poly-
tope P we refer to a polytope that can be made
positively invariant by an appropriate choice of
admissible controls, i.e. 8x 2 P 9u(x) 2

U s.t. D+VP (x) < 0. VP (x) denotes the PL-
Lyapunov function induced by a polytope P and
D+VP (x) is the right Dini-derivative used for
checking invariance for non-smooth functions (see
[2]).

Figure 1 shows a certain ray partition fri; i =
1; 2; 3; 4g. There is an in�nite number of poly-
topes formed by joining vertices on the rays, each
possessing four faces (edges) only. Let us consider
all convex polytopes that can be generated by this
ray partition of the state-space. Two of them and
their convex hull are shown in Figure 1. One nat-
ural question to ask is then : \Is there a biggest
such controlled invariant polytope and if there is
one, how can it be calculated?" The following
proposition states there is such a polytope:

Proposition 1. Assume a constrained ray parti-

tion frig in R
2
for a planar continuous-time LTI

system (A;b). Then there exists a maximal con-

trolled invariant polytope generated by it, which



is the convex hull of all controlled invariant poly

topes, or equivalently, the polytope speci�ed by the

maximum scaling factors along all rays.
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Figure 1: A symmetric ray partition with four
rays, two polytopes and their convex hull.

2.1 The basic iterative procedure
The next important issue is how the maximal con-
trolled invariant polytope can be calculated. This
is equivalent to �nding the largest scaling factors
along all rays for which invariance holds. We pro-
pose a simple iterative algorithm for calculating it
Step 1 : Consider a ray partition fri i =
1; 2; : : : ; nrg and the corresponding ordered set of
scaling factors �i that specify a randomly chosen
initial polytope P0. Transform the ray partition
to a constrained and normalised ray partition with
state constraints x(t) 2 X (see e.g. Figure 2). The
aim of the iterative algorithm is to �nd the max-
imum scaling factors ��i � 1 for which invariance
is preserved. These will then specify the convex
maximal polytope Pf .
Step 2 : Consider a ray ri and the vector
vi = �i � ei speci�ed by the current scaling factor
�i � 1 and the ray vector ei. The initial polytope

P0 speci�es a value �
(0)
i � 1 which is used as an

initial guess. Let ��i ; �
+
i represent the lower and

upper bounds respectively of the unknown maxi-
mal ��i we seek. Using a repeated bisection proce-
dure we modify both bounds until they converge
to a common value (within a certain accuracy).
This is done by using a linear program at every
step of the iterative procedure to search for an
admissible control that can satisfy the invariance
conditions. The bounds are then modi�ed at each
step, depending on whether the linear program
returns a solution or not. Initially ��i = 0 and

�+i = 1. In the �rst step, �i = �
(0)
i is checked

and if a solution exists, then ��i = �i, otherwise
�+i = �i. Afterwards the procedure operates with
�i = (��i + �+i )=2. After a number of iterations,
the upper and lower bounds will converge to a
single number, which will be an estimate of the
maximal ��i . The number of iterations is speci�ed
by the accuracy selected.
Step 3 : When the repeated bisection proce-
dure has been applied to all nr rays of the ordered
set, a new larger controlled invariant polytope is

speci�ed. However, this may not be the maximal
one, since the new larger scaling factors �i found
depend on the neighbouring scaling factors. Thus,
an increase in one of them can a�ect its neigh-
bouring ones and it may allow further increase. A
simple way for dealing with this is to repeat the
process in a number of cycles, until no further in-
crease is possible. Therefore, Step 2 is repeated
until no better results (according to the desired
accuracy) are obtained. If some of the scaling fac-
tors become zero, this may be interpreted as a sign
of infeasibility and a di�erent ray partition with
possibly a larger number of rays must be selected.

Proposition 2. The basic iterative procedure is

well posed.

Proof: Only a sketch of the proof in [8] is given
here. A well-posed iterative procedure is de�ned
to be one for which the repeated bisection is valid,
it converges after a �nite number of steps to the
optimal solution and operates on a necessary and
su�cient basis. These can be easily proved for LTI
systems, but can be also trivially extended to PL
uncertain systems.
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Figure 2: Hard state constraint set S and maximal
(Pf ) controlled invariant polytope

2.2 Ray-optimal control
Although the validity of the iterative procedure
has been proven, experiments show that there are
cases in which the execution time required may
become signi�cant, e.g. when a large number of
cycles to complete the procedure is required or
when the initial polytope is not a very favourable
selection. This led us to the investigation of ray-

optimal control policies which can reduce signi�-
cantly the computational burden.

De�nition 4. By a ray-optimal control law for
points on a ray ri we denote a control law u =
u(�i) that allows controlled invariance for the
biggest possible �i. Thus, for a certain ray parti-
tion frig, if the ray-optimal control is applied for
all rays, a domain of attraction equal to the max-
imal controlled invariant polytope is obtained.



It can be shown that there exists a ray optimal
control, which can be speci�ed independently of
the other rays.

Proposition 3. There exists a ray-optimal con-

trol for planar LTI systems which is equal to an

extreme control value or a saturated linear state

feedback for all points on the ray.

The ray-optimal control is speci�ed for LTI sys-
tems only and can be found prior to running the
iterative procedure. The main advantage gained
from its use is that repeated bisection and use of
linear programs is not necessary. The maximum
scaling factor at any step can be found with a
single calculation (since with �xed control param-
eterised expressions of the stability conditions in
terms of the scaling factors can be formed, see [8])
and this results in high computational e�ciency,
as the examples in the next section reveal.

3 EXAMPLES

The previously presented results are illustrated in
this section with two planar LTI examples
Example 1:

We consider the �rst example in [7] with dynamics

_x1 = x1 + u ; _x2 = u ; juj � 5 ; jx2j � 5
(2)

The maximal controlled invariant polytopes ob-
tained with 16, 32, 64, 128 rays (generated by
corresponding symmetric and normalised ray par-
titions) are shown in Figure 3 (for 4 and 8 rays a
solution does not exist). We note that increasingly
better approximations are obtained when using a

larger number of vertices. For more than 32 ver-
tices only a small increase in the estimated area is
obtained. The �nal approximation with 128 ver-
tices appears to be a very good approximation of
the region found in [7].

Example 2:

We continue with the second example in [7] with
dynamics

_x1 = 0:5x1 � x2 + u ; _x2 = x1 + 0:5x2 + u (3)

and control limitations juj � 1 . The resulting
maximal polytopes with 4,8,16,32,64,128 rays are
shown in Figure 4. The controllable region is faith-
fully approximated when the number of rays is
su�ciently increased.

The areas of the calculated polytopes and the
corresponding execution times are shown in Ta-
bles 3 and 3 (All examples in this paper were run
in MATLABTM on a personal Laptop computer
with a Pentium I, 266 Mhz CPU and 64 Mbs
of memory). The acronyms SIP and RIP stand
for the Standard and the Ray-optimal based It-
erative Procedures, respectively. The number of

cycles (iterations of the main loop) required to
complete the procedure are given in parentheses.
We observe signi�cant computational time savings
gained by the use of the ray-optimal control. Fur-
thermore, in both examples a very small increase
in the calculated area is achieved for more than 60
rays, thus one can stop there to get a representa-
tive picture of the controllable region.
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Figure 3: Maximal polytopes with 16,32,64,128
rays (Example 1 in [7])
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Figure 4: Maximal polytopes with
4,8,16,32,64,128 rays (Example 2 in [7])

Table 1. Example 1 execution time comparison.

# rays SIP RIP total
time (secs) time (secs) area

16 38.45 (3) 0.52 (13) 59.99

32 25.16 (4) 0.88 (18) 89.58

64 48.78 (4) 3.24 (34) 102.48

128 71.19 (3) 12.36 (67) 108.01

Table 2. Example 2 execution time comparison.

# rays SIP RIP total
time (secs) time (secs) area

4 6.81 (8) 0.00 (5) 2.63

8 18.18 (10) 0.16 (12) 5.39

16 75.69 (21) 0.66 (24) 8.55

32 339.27 (48) 2.31 (46) 13.29

64 1334.6 (96) 8.73 (91) 16.11

128 1990.6 (70) 31.08 (162) 18.10



However, even a smaller number of rays might be
su�cient, since the re�nement method we used
(doubling the number of rays uniformly) is by no
means optimal. There are many other re�nement
types which could be useful for minimising the
number of rays required for a good approximation.

4 EXTENSIONS OF THE RAY-

GRIDDING APPROACH

Further research has shown that many of the
ray-gridding approach results can be trivially ex-
tended to more general classes of control systems.
The same underlying idea can be extended to
cover nonlinearities and uncertainties in the dy-
namics without a signi�cant increase in the com-
putational burden. The technique can be also ex-
tended to higher dimensional systems.

4.1 Extension to PL uncertain systems
Let us assume a ray partition fri ; i =
1; 2; : : : ; nrg of the state-space of interest in R

2 .
The rays induce an associated state-space par-
tition into conic sectors Si ; i = 1; 2; : : : ; nr
which are the conic convex hulls of consecutive
rays ri; ri+1. It is natural to consider this parti-
tion as the basis for the approximated PL dynam-
ical system, i.e. the rays are common boundaries
between di�erent regions possessing di�erent local
dynamics

_xi = Ai � x + Bi � u ; i = 1; 2; : : : ; nr (4)

and a multiple local linear model is obtained. All
signi�cant nonlinearities and uncertainties can be
captured in a structured uncertainty parametric
form

A = A(n) +

nAX
j=1

�j E
(A)
j ; B = B(n) +

nBX
k=1

�k E
(B)

k

(5)

where the uncertain coe�cients take values in
bounded intervals

�j 2
�
��j ; �

+
j

�
; �k 2

�
��k ; �

+
k

�
(6)

The same iterative procedure can be applied then
to calculate the controllable/recoverable region.
The di�erence is that an increased set of con-
ditions is imposed due to the variety of di�er-
ent models, but it can be shown that the com-
putational burden does not increase signi�cantly
[8][Chapter 6]. The ray-optimal control -for an
LTI approximation of system (4)- can now be used
to yield initial invariant polytopes only. These are
preferred to random initial choices, because they
can help in reducing the number of iterations re-
quired to complete the procedure.
In addition to stability, performance requirements
can be also easily dealt with by specifying a de-
sired bound for the decay rate " > 0 of the

exponential convergence implied by D V (x) �

�"V (x), where V is our PL-Lyapunov function.
This bound can be easily incorporated into the
iterative procedure.
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Figure 5: Maximal invariant polytopes with
8,16,32,64,128 rays for the magnetic levitation lin-
ear uncertain system (" = 0:01).

−0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

x1

x2

8

16

32

64

128

Figure 6: Maximal invariant polytopes with
8,16,32,64,128 rays for the magnetic levitation lin-
ear uncertain system (" = 2).

Table 3. Execution times of the iterative proce-
dure with " = 0:01 and " = 2 for the magnetic
levitation linear uncertain system.

# rays " = 0:01 total " = 2 total
time area 1 time area 2

8 9.06 (5) 0.189 7.14 (4) 0.156

16 11.65 (4) 0.344 9.23 (3) 0.316

32 16.15 (3) 0.373 16.81 (3) 0.352

64 21.75 (2) 0.388 42.73 (4) 0.371

128 63 (3) 0.394 85.35 (4) 0.377

4.1.1 A magnetic levitation system
This system has been studied by Blanchini in [1].
It is a highly nonlinear system described by

M � �x1 = �k �
u2

(x1 + y0)
2
�M � g (7)

where x1 the vertical position, x2 = _x1 the ver-
tical speed, u the magnet current , y and y0 the
ball-reference and reference-magnet distances re-
spectively. The system has been modeled in [1] as



linear uncertain in the form

_x(t) = A(w1(t); w2(t)) � x(t) + b(w1(t); w2(t)) � u(t)
(8)

with

A =

�
0 100

w1(t) 0

�
; b =

�
0

�w2(t)

�
(9)

and w1(t) 2 [5; 8] ; w2(t) 2 [11; 16]. Strict state
and control constraints are also assigned

jxij � 0:3 i = 1; 2 and juj � 0:6 (10)

We proceeded with the uncertain system and dif-
ferent decay rates. For the case of 4 rays it was
impossible to �nd a solution. For 8 rays solutions
can be found and the maximum achievable decay
rate is " ' 2. The results of the iterative proce-
dure for " = 0:01 and " = 2 are shown in Figures
5 and 6 respectively. The corresponding areas and
execution times are collected in Table 4.1. Similar
results to [1] are obtained.

4.2 Extension to Rn ; n > 2
The planar case is special. All polytopes on the
plane are simple and simplicial, but this is not the
case in higher dimensions. However, it is bene�cial
to continue working with simplicial polytopes and
the ray-gridding technique can be then applied to
yield approximations. It is important to mention
that in Rn ; n > 2 , the main di�erence is that the
faces that specify the stability conditions are not
�xed. One solution to this problem is to apply
convexi�cation at selected stages of the iterative
procedure in order to assist the procedure to yield
better estimates. Details of how this is achieved
are given in [8][Chapter 6], in which higher order
examples are also presented. However, depend-
ing also on the frequency of the convexi�cation,
the computational load may be high for increas-
ing values of n, as it is well known that for convex
hull computations with n > 3 no O(n log n) algo-
rithms are available.

4.3 Constrained stabilisation
Although this paper has been concentrated on the
controllable/recoverable region estimation prob-
lem, the approach outlined can provide a num-
ber of di�erent control laws. In addition to the
largest scaling factors, the iterative procedure re-
turns the control values (on the vertices of the
resulting P.I. set) found by the linear programs
(or speci�ed by the ray-optimal control). It can
be shown [8][Chapter 5] that these values can be
used to generate a variety of di�erent control laws
with di�erent performance characteristics. The
ray-gridding approach can then be seen as a useful
tool for achieving desirable trade-o�s between ro-
bustness, performance and safety in the presence
of uncertainties.

5 CONCLUSIONS

This paper has presented a new approach for cal-
culating polytopic approximations of the control-
lable and recoverable regions of classes of non-
linear systems. The resulting polytopes have all
their vertices on selected rays. By re�ning the ray
partition better estimates can be progressively ob-
tained. It has been shown by means of some ex-
amples that the computational complexity is kept
low for planar systems and that the technique can
deal with nonlinearities and uncertainties. For
high order systems the computational load rises
quickly, but it is believed that the technique is still
less computationally expensive than gridding. An-
other good feature of the technique is that it can
provide a variety of stabilising control laws that
achieve certain trade-o�s between robustness, per-
formance and safety.
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