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Abstract

Classical methods for speech signal enhancement such
as spectral subtraction techniques do not use effects of
hearing physiology. Thus the result for signal enhance-
ment approved by a human listener might not be sat-
isfying even if the signal-to-noise ratio enhancement
which is used as an objective figures of merit yields high
scores. In this paper a new method for speech signal
enhancement based on the masking effect is introduced
which results in both, a higher signal-to-noise enhance-
ment and a better quality of the processed speech.

1 Introduction

Modern communication systems prefer handset free
operation because of comfort and the possibility to use
the hands for other operations such as driving a car,
keying in messages in front of a terminal etc. Often
background noise will disturb the transmitted speech
so that the far-end listener will have problems in un-
derstanding. To enhance intelligibility, noise reduction
techniques are provided for modern handsfree commu-
nication systems. Mostly they are based on signal es-
timation by Wiener filters [2] which is known in liter-
ature as spectral subtraction [8].

The figure of merit to optimize such a system is
the signal-to-noise ratio enhancement. Unfortunately
a high figure of the signal-to-noise ratio enhancement
does not mean that good speech quality is guaran-
teed because the subjective evaluation has proven to
be not highly correlated with the signal-to-noise ra-
tio enhancement figure. Another drawback of spectral
subtraction techniques is that residual noise known as
musical tones is corrupting the processed speech signal
which makes it sound very unnatural. Furthermore a
speech pause detector is necessary to initiate the esti-
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mation of the noise power density in speech pauses.

To overcome the latter drawbacks, array-based sys-
tems [3] have been proposed in literature. They are
consisting of a minimum of two microphones and de-
liver in parallel an estimate of the power density spec-
trum of the corrupted speech and the noise. Thus
there is no need for a speech pause detector and in
addition the residual noise components are reduced in
comparison to spectral subtraction. Nevertheless, also
in this case the figures of signal- to-noise ratio enhance-
ment are not very high and in some cases the speech
quality does not prove to be satisfactory due to a spe-
cific background noise situation.

Thus there is need for new techniques which take
into account the peculiarities of the human ear. One of
the effects of hearing physiology that can be used for
speech signal enhancement are masking effects. The
idea is that the speech signal has to be processed
in such a way that a listener evaluates the resulting
speech signal to be of high quality. How this can be
done will be explained in more detail in the sequel. But
first the classical Wiener filter approach for speech sig-
nal enhancement has to be presented because it acts
as a reference for the new system.

2 Wiener Filters for Speech Sig-
nal Enhancement

This is a quick review of the classical signal estima-
tion technique based on Wiener filtering [2] applied to
speech signal enhancement. Assuming that the power
density function of the sampled input speech signal is
given by Sss(e’?) and the power density function of
the sampled corrupting noise is given by Sy (e7?) the
transfer function of the Wiener Filter of the infinite lag




type is given by:

_ Sss(e?9) Sss(e’)

H(E®) = Srr(ei)  Sss(e3®) + Syn(ei?)

(1)

where it is assumed that the noise process N(k) is
added to the speech signal process S(k) resulting in
the corrupted speech signal process

R(K) = S(B) + N(k). 2)

Unfortunately in real world situations the pure speech
signal process is not available so that the power density
Sss(e’?) in the numerator of the expression for the
transfer function H(e’*!) cannot be calculated. Fur-
thermore, only estimates of the power density spectra
can be derived due to the fact that both processes, the
speech and the noise process, are instationary. Thus
an estimate can be calculated only within a finite time
interval. During speech activity an estimate of the
power density of the corrupted speech signal is given
by the squared magnitude of the spectrum calculated
by the fast Fourier transform (FFT):

Srr(n) = |R(n)>, 0<n<N-1 (3)

where R(n) is the sample of the spectrum R(e’‘?) at
the frequency index n = Q- N/2x. R(n) is calculated
by the FFT from the time sequence r7(k),0 < k < N-1
of the corrupted speech signal within the actual ob-
served time interval. During speech pauses an estimate
of the noise power density can be determined and is
updated during the following speech pause indicated
by the index i:

Snn(n,i) = B-Syn(n,i—1)+(1-8)-|N(n,?)|? (4)

with § being an update constant depending on the
stationarity of the noise process N (k). If the noise is
highly stationary 3 is close to 1, otherwise it is close
to 0. From eqn. (3) and (4), an estimate of the power
density of the uncorrupted speech signal can be calcu-
lated using eqn. (2):

S'ss(n) = SRR(n) - SNN(TL, i). (5)

With the estimates Sss(n) and Sy (n, i) the transfer
function of the Wiener filter with the two parameters
a and b can be given by:

gnn(n) Srr(n)
elsewhere.

H(n) =

{ Srr(n)-=a-Snn(ni) Sar(n)-a-Svn(ni) - 4

(6)

In this equation a is the so-called overestimate factor
which is used to control the uncertainty about the fact
whether the estimate Syn(n, i) corresponds with the
noise power density imposed on the actual speech sig-
nal. This uncertainty is due to the fact that the noise
power has been calculated in the past speech pause
interval and the noise might have been changed in its
character till the actual time epoch. Typical values for
the parameter a are in the interval 2 < a < 4.
The upper expression in eqn. (6)

SRR(") - a- SNN(‘n, l)
- (7)
Srr(n)
is valid only if it is larger or equal to b where b is a
positive value known as the spectral floor and ranging
between 0.1 and 0.3. Because of a mismatch between
the estimates of the power densities of the corrupted
speech signal and the noise, the expression given in
eqn. (7) might result in a value which is less than b.
This is in contradiction with the real world because
this expression is a power density which is always pos-
itive by definition. The constant b represents the min-
imum power of the transmitted noise. It is made sure
by this expression that a minimum power unequal zero
is transmitted so that the far-end listener never has the
impression that the transmission path is interrupted.
Because the calculation in eqn. (6) is executed for
each frequency index n individually, it might happen
that isolated spectral lines determine the transmitted
signal. This results at the output of the system in si-
nusoidal signals which are switched on and off and pro-
duce a noise signal known as musical tones. To avoid
this effect, many modifications of the transfer function
given in eqn. (6) are published in literature. Recently
some non-linear modifications of this expression have
been published [6].
To evaluate the result of the noise reduction by a
Wiener filter the signal-to-noise ratio enhancement is
used. This expression is defined by:

SNRo
SNR; ®)

with SN Ro the signal-to-noise ratio at the output and
SN Rj the signal-to-noise ratio at the input of the sys-
tem. If Wiener filters are applied to mobile communi-
cation systems used in cars, SN RE ranges around 5
dB.

Unfortunately this figure does not correlate signif-
icantly with the subjective evaluation of a listener,
i.e. high scores do not mean that a listener qualifies
the processed speech signal to be intelligible, to sound
naturally etc. Since no subjective criteria are known
which can be calculated easily from the parameters of
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Figure 1: Microphone array consisting of three micro-
phones

the estimated speech signal and thus can be used to
optimize a noise reduction system, SN RE is normally
used for performance evaluation.

There are two drawbacks of spectral subtraction
systems: first the power spectra of the speech and
the noise process are not estimated for the same time
epochs, second the design does not take subjective cri-
teria based on hearing physiology into account.

First, a front end for noise reduction systems will
be presented which delivers simultaneously estimates
of the spectral densities of the enhanced speech signal
and the corrupting noise. For this purpose a mini-
mum of two microphones and a time delay operation
to synchronize the speech at the output of the two mi-
crophones is necessary [3]. Alternatively, three micro-
phones which are positioned appropriately and which
do not need a costly time delay compensation can be
used [4].

3 Estimation of the Speech and
Noise Power Densities

Since both, speech and noise, are instationary pro-
cesses, a simultaneous estimation of the power spectra
of both processes should be implemented in a noise
reduction system based on spectral subtraction. Ap-
proaches which fulfil this requirement are known from
literature [3] and are based on microphone arrays. The
disadvantage of most of these systems is that they re-
quire a time delay compensation of the speech signals
carried in the microphone paths which needs expen-
sive real-time hardware for implementation. A robust
and cheap approach is based on three microphones as
given in Fig. 1.

The distance of the microphones is 5 cm between
microphone I and II and 10 cm between microphone
IT and III, respectively. First the output signals are
amplified (AMP) and equalized (EQ) to adapt the sig-
nal power, to compensate the transfer paths from the

speaker’s mouth to the microphones, and to install a
static delay compensation of the speech signals con-
veyed in the paths. This is when the system is initiated
by a set-up procedure. In the subarray the output of
the microphones I and III is filtered by low pass fil-
ters, the output of the microphones II and III by band
pass filters, and the output of the microphones I and
IT by high pass filters. By this the difference between
the travel time of the speech signals from the speakers
mouth to a pair of microphones multiplied by the cen-
ter frequency of the associated filters remains more or
less the same if the speaker does not move his mouth
too far away from the position which he had during the
set-up procedure. The output of one low pass filter,
one band pass filter, and one high pass filter are added
together to form a new full-band signal. The same
synthesis is executed with the other subband signals
so that finally two full-band signals are available at the
output of the subarray. With this subarray approach
there 1s no need for dynamic delay compensation.
Pairs of the preprocessed signals are added and sub-
tracted. The summation channel carries the speech
signal p(k) which is enhanced maximally by 3 dB,
whereas in the difference channel the equivalent noise
signal m(k) is available. From these outputs estimates
of the power spectrum Sgg(n) of the enhanced speech
signal and SNN (n) of the noise can be calculated as in

eqn. (3):

Srr(n) = [P(m)]’, 0<n<N-1 (9
Syn(n) = |[M(@®)]’, 0<n<N-1. (10)

Using these entities a Wiener filter according to eqn.
(6) can be calculated. In this case the estimate for the
power density of the noise process is not calculated and
updated in the time epoch with index ¢ as in eqn. (4)
which is not identical to the time interval in which the
estimate of the power spectrum of the speech signal
is determined. Instead, both signals, the speech signal
and the corresponding noise signal, are available at the
same time instant.

4 Phenomena of Hearing Physi-
"~ ology

For noise reduction the masking effect of the human
hearing system can be exploited. Masking means that
a tone of higher intensity masks a tone of lower in-
tensity so that the latter one is not audible. Whether
or not this effect is active depends on the frequency
of the tone, the frequency distance of the two tones,
their relative intensity, and their spectral character. A
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Figure 2: Model of the monitor threshold ya mea-
sured in dB as a function of the tonality : measured
in Bark

parameter describing this effect is the monitor thresh-
old yps which also depends on all the items mentioned
above.

The total frequency band analysed by the human
ear stretches from roughly 20 Hz up to 16 kHz and is
cut into 24 subbands logarithmically spaced along the
frequency axis. By this a new frequency measure called
tonality z [9] is introduced with the unit 1 Bark for one
of these subbands. For speech input systems used for
telephone applications the frequency band from 300
Hz up to 3400 Hz is used into which fall 14 of these
subbands or 14 Bark.

The masking effect depends on the fact into which
and into how many of these subbands the masking
signal falls. The simplest case is given if the masking
signal is a sine wave or a narrow-band noise process
covering just one of the subbands. Even in these cases
the masking effect depends on the frequency measured
in Bark and the intensities of the masking and the
masked signal, respectively. For simplicity all these in-
fluences are omitted in the sequel, and a simple model
will be used to describe the masking effect in the tele-
phone channel. This model is given by Fig. 2 in which
the level of the monitor threshold yx measured in dB
is plotted as a function of tonality z measured in Bark.

The value 0 Bark corresponds with the frequency of
the masking signal and the slopes right and left of 0
Bark determine the level of the masked signal. The
level of the masked noise has to be 2 dB below the
speech signal at 300 Hz if the noise is masked by a
speech signal of the same frequency. At 3 kHz this
level is increased to 4 dB. Independent of the absolute
level of the noise and the speech, the type of noise
and speech, and the absolute frequency the slope of
the monitor threshold is 27 dB/Bark for noise signals
with lower frequency than the speech signal and the
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decay is -10 dB/Bark for higher frequencies.

Besides the static masking effect described here
there is also a dynamic masking effect. In this case the
levels of consecutive components of speech and noise
determine whether a masking effect appears or not.
If a speech signal of high intensity is applied to the
ear and immediately afterwards a noise signal of lower
intensity enters the ear, the noise will not be audi-
ble. This situation can be described to be a short-time
deafness. This effect will not be used in the sequel.

5 The Masking Filter for Speech
Signal Enhancement

Exploiting the masking effect as described in the pre-
ceding section the transfer function of the noise reduc-
tion system called masking filter can be calculated in a
first approach similar to that of the Wiener filter given
in eqn. (6):

H = {

The estimates of the power spectra are calculated as
in eqn. (9) and (10) and the monitor threshold vyas is
determined according to the rules derived in the pre-
ceding section. To improve the estimation of the power
spectra given in eqn. (9) and (10), for the Wiener filter
approach often an exponential average over a couple of
data blocks of length N is executed. This is not helpful
for the calculation of the transfer function in eqn. (11)
since the masking effect is based on sudden changes in
the level of the noise and the speech, respectively.

In contrast to the Wiener filter approach in eqn. (6)
where the input signal is attenuated by a factor de-
pending on the specific signal-to-noise ratio of the ob-
served spectral line with the index n, the input signal
is passing the transfer function in eqn. (11) without
any attenuation if the monitor threshold 4,7 is passed.
This is done because the noise component corrupting
the spectral line with index n is masked by the speech
component. Thus the spectral floor b can be set to a
value which is smaller than in eqn. (6). This design
philosophy is similar to the one applied to data rate
compression techniques for high quality music signals

[71.

1 if Sgr(n) > M -SNN("»)

b if Sgrr(n) > yar - Snn(n). (11)

Determination of the Monitor.

Threshold

The estimates for the power spectra used in eqn. (11)
are calculated by the FFT with N samples, i.e. a finite

5.1
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Figure 3: Speech and noise represented by spectral
lines and their mapping into the FFT grid

observation interval. This results in the well-known
leakage effect [1] which broadens up the spectrum of an
analysed sine wave, e.g. To reduce this effect, windows
such as the Hanning window are applied. In the case
of a Hanning window four spectral lines fall into the
main lobe so that the power of the original spectral line
1s distributed over these four spectral lines. Therefore
it is not clear whether the monitor threshold given in
Fig. 2 is still valid.

How this question can be answered is discussed by
the example given in Fig. 3. It is assumed that the
speech signal is modelled by the sinusoid at 758 Hz and
the noise by the component at 711 Hz, both having the
same leve] of 50 dB. The figure shows the spectral lines
within the grid n of the FFT together with the spectral
representation of the Hanning window. The frequency
difference is 47 Hz and since both frequencies fall into
the subband stretching from 630 Hz to 770 Hz being
equal to 1 Bark these 47 Hz correspond to

758 Hz — 711 Hz 47 Hz

770 Ho — 630 Hz ~ 140 Tz 0500 Bark.

(12)

Observing that the speech component is of higher fre-
quency than the noise component one can read from
Fig. 2 that the monitor threshold is roughly 7 dB.
With this value the noisy spectral lines with index
n = 21 till n = 23 are set to b according to eqn. (11)
since they are below the monitor threshold whereas
the spectral lines with index n = 24 till n = 26 pass
the noise reduction system without any attenuation.
The level of the speech spectral lines at these frequen-
cies is 49 dB, 46 dB and 31 dB, whereas the level at
frequency index n = 23 was 42 dB. This results in an
attenuation of the speech signal of
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1049/20 4 146/20 4 1(31/20
1042/20 4 1049/20 4 1(46/20  1(31/20
=-1.89dB

= 0.804

(13)

so that the level of the speech signal after noise reduc-
tion 1s given by

50 dB — 1.89 dB = 48.11 dB. (14)

Before noise reduction the noisy spectral lines were of
the same level as the speech spectral lines. Therefore
the attenuation calculates to be

1042/20
=0.196
1042/20 1 1049/20 1 1(46/20 1 1(31/20
=—-1416dB (15)
which results in the noise level
50 dB — 14.16 dB = 35.84 dB. (16)

Taking into account that the speech signal at 758 Hz
has to exceed the noise level at the same frequency by 3
dB and that the corrupting noise signal has a distance
of 0.336 Bark and that its frequency is below that of
the speech signal the maximum level of the masked
noise is given by

48.11 dB — 3 dB — 0.336 Bark - 27 dB/Bark

=36.04dB. (17)
Since the actual noise level is 35.84 dB by eqn. (16),
the noise will be masked in this case and the signal en-
hancement is equal to 48.11 dB - 35.84 dB = 12.27 dB.

This example is far from reality because the noise
normally will be broadband and the speech signal is
not just one sine wave but at least a combipation of
sine waves in case of a vowel. In these more realis-
tic cases the calculation of the masking effect is quite
tedious and cannot be done without a computer pro-
gram. Therefore a program was written to simulate
up to 18 spectral lines for the speech signal and 22
spectral lines for the noise signal. Since the sampling
frequency is f, = 8kHz for simulations of the telephony
channel and the block length of the FFT was chosen
to be N = 256 the spacing between spectral samples
is 31.25 Hz. A frequency band covering 16 spectral
samples has been chosen for analysis which is equiv-
alent to a bandwidth of 16 - 31.25Hz = 500Hz. This
restriction of the bandwidth is due to the fact that
spectral representations of vowels are at least 150 Hz
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Figure 4: Simulation of a spectrum for a speech signal
corrupted by noise

apart from each other and cover less or equal 500 Hz.
Furthermore the masking effect given in Fig. 2 covers
a frequency band of roughly 3.5 Bark which is equiv-
alent to a maximum of 300 Hz within the telephone
channel.

By this simulation it has been shown that the mon-
itor threshold yas has to be set to 10.4 dB at low
frequencies around 300 Hz and to 8.9 dB for high
frequencies around 3 kHz. For a block of 10 spec-
tral samples each a value of the monitor threshold has
been determined and between these blocks the thresh-
old values have been interpolated linearly. The sig-
nals have been restricted to the telephone channel with
300Hz < f < 3400Hz which yields with the sampling
frequency f, = 8kHz n = 100 spectral lines. The re-
sulting values of the monitor threshold v3s are summed
up in Tab. 1.

Table 1: Monitor threshold s as a function of fre-

quency
frequency | frequ. index | yp YM
Hz n dB
312.5 10 10.4 | 11.96
625 20 10.25 | 11.59
937.5 30 10.1 | 11.23
1250 40 9.95 | 10.89
1562.5 50 9.8 | 10.55
1875 60 9.65 | 10.23
2187.5 70 9.5 9.91
2500 80 9.35 9.6
2812.5 90 9.1 9.13
3125 100 8.9 8.76

Fig. 4 shows a simulation example with randomly
chosen speech and noise components with a level scaled
from 0 to 10 and frequency components with a mini-
mum distance of 0.1-31.25Hz = 3.125Hz.

Applying the masking filter defined in eqn. (11) with

Figure 5: Filtered version of the spectrum given in Fig.
4 with a monitor threshold of 8.9 dB

the spectral floor b = 0 and using the experimentally
derived values for the monitor threshold given in Tab.
1 results in the spectrum plotted in Fig. 5. As can be
seen the noise is masked totally.

So far the monitor threshold was derived using syn-
thetic data. For test purposes the design rules of the
masking filter given in this section have been applied
to real-world data which is described in the following
section.

5.2 Test of the Masking Filter

It 1s assumed that the noise reduction system is used
for mobile communication in a car. Therefore speech
data of one female and three male speakers as well as
noise signals generated by traffic, the engine of the car
etc. have been picked up by the microphone array de-
scribed in section 3. The signal-to-noise ratio SN R;
in a car typically ranges from -5 dB up to 10 dB. As
a typical case SN Ry = 0 has been taken for test pur-
poses, and the spectral floor has been set to b = 0.2.
For spectral analysis a block length of N = 256 and a
four-fold overlap has been chosen so that every 8 ms
a data block is analysed. For these parameters Fig. 6
shows the result of the masking filter for { = 40 blocks
or a time interval of 0.32 s of the input signal. The
blocks with index ! are plotted as a function of the
frequency index n. The marks represent the time in-
stants and frequency values at which the input signal
passes the filter without any attenuation.

The pattern is characterized by short chains of
marks being often interrupted on one hand, and iso-
lated marks on the other. Because of the fourfold
overlap a frequency component at the input results
in maximally four marks in the plot. Isolated marks
and short chains thus are either caused by noise or by
artefacts of the filtering process. Taking into account
that the duration of a vowel is typically 200 ms and
that of plosives is 10 to 20 ms then this result is not
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Figure 6: Marks representing time-frequency passes of
the masking filter

satisfying. This impression is underlined by informal
listening tests which showed many musical tones as
residual noise.

For comparison the enhancement defined in eqn. (8)
for the Wiener filter given in eqn. (6) and the masking
filter in eqn. (11) has been calculated. The Wiener
filter yields SNRE = 4.78IB whereas the improve-
ment by the masking filter is SNV RE = 7.05dB and the
speech signal component at the output of the masking
filter is attenuated by 0.69 dB compared to the Wiener
filter.

To improve this result a post-processor has been de-
signed which extracts short interruptions of chams of
up to two missing marks. Furthermore if there are

at least three marks, a fourth one is added. Thus
the incoming chain ...b61116166 ... with one missing
mark is replaced by ...b111111b... and the cham

...b111bb11bb . .. with two missing marks followed by
at least two marks is replaced by ...A111111115.. . If
the input signal as specified in Fig. 6 is applied to the
post-processor the output is given by Fig. 7.
Obviously the pattern is much less random and
longer chains representing vowels can be detected. Al-
most all of the original noise is rejected and only
few musical tones are disturbing the processed speech.
The listening test yields a much better subjective im-
pression. The signal enhancement has improved to
SNRE = 9.48dB but the speech level is reduced by
0.17 dB in comparison to the result given in Fig.
6. The noise level was reduced by 11.1 dB which
is not too far away from the maximum reduction of
20 - log 0.2=14dB which is caused by the spectral floor
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Figure 7: Output of the post-processor with the input
given in Fig. 6

b=10.2.

6 Conclusion

The application of the masking filter to real-world sce-
narios has shown that phenomena of the human hear-
ing system can be exploited for noise reduction. The
noise can be reduced significantly without distorting
the speech signal too much. This is in contrast to the
Wiener filter which attenuates all of the spectral com-
ponents more or less.

The subjective evaluation of the system has shown
that it is recommended to use the spectral floor b even
if with b # 0 the figure of merit SN RE is less than for
b = 0 because then the musical tones are reduced.

For low signal-to-noise ratios SN Ry a combination
of the Wiener filter and the masking filter might be
preferable because then the pure masking filter would
cut away too many spectral lines and the processed
speech would scund quite unnatural. For the selection
of the parameters subjective listening tests would be
most appropriate in this case. .

There is one important disadventage of the mask-
ing filter: the time delay. In the implementation in
section 5.2 the delay was two data blocks or 16 ms.
A longer observation of the past might have improved
the speech quality but was not investigated because of
the longer delay. If such a system is used in two-way
communication the delay is annoying for the customers
and hurts regulations of communication companies.

Another improvement of the noise reduction sys-




tem could be achieved by exploitation of the dynamic
masking effect mentioned in section 4. But this would
increase further the processing time so that I'TU rec-
ommendations might prevent this approach.
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