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Abstract In this paper, an application of perturbation
analysis techniques to the problem of dynamic allocation
of buffering capacity in a discrete event dynamic system
is studied. This problem is of extreme interest e.g. in
Kanban systems, where the buffer sizes are equal to the
number of Kanbans of each working centre. The main
contribution of the paper consists of an on-line control
strategy, aimed at dynamically varying the buffering ca-
pacity of the servers comprising the system, in order to
keep the performance of the system as high as possible,
despite unknown disturbances entering the system. The
proposed control strategy has been tested by means of
simulation on a multi part-type Kanban system. In this
case, the control action specializes to the dynamic deter-
mination of the number of Kanbans associated to each
part-type, in order to counteract the effect of unknown
changes in the product-mix on the system throughput.
Several simulation tests have been performed in order
to verify the behaviour of the proposed control strategy
under different frequencies of the control action.

1. Introduction

Discrete Event Dynamic Systems (DEDS) have become
important models of real systems, such as communica-
tion networks, manufacturing systems, computer sys-
tems or traffic networks; in these systems state transi-
tions are triggered by the occurrance of particular events
(1, 2]. Perturbation Analysis (PA) has been succesfully
used to estimate the parameter sensitivities of perfor-
mance measures of the systems above, calculating these
sensitivities by only analyzing a single path.

tTWO basic PA methods have been developed: Infinites-
imal Perturbation Analysis (IPA) and Finite Perturba-
tion Analysis (FPA) [1]-[3]. In this paper it is consid-
ered the case of discrete parameter perturbations, which,
leading to order changes of some events, makes the IPA
estimates not applicable and requires an FPA approach.

!This work has been supported by Ministero dell’Universita e
della Ricerca Scientifica e Tecnologica 40% and 60% funds.

Perturbation analysis allows to estimate the timings of
each event in the evolution of a DEDS, under different
parameter values, therefore to estimate a perturbed path
(1, 4, 5]. This means that it is possible to estimate the
behaviour of the system under parameter perturbations,
by only observing its behaviour with the nominal param-
eter values, without actually changing anything 1, 2, 3].
In this paper perturbation analysis has been applied to
the study of the effects of buffer size perturbations on the
performance measure of a special case of discrete event
dynamic system, namely a queueing network, modeling
a Kanban system. The results obtained bring an inter-
esting contribution to existing works dealing with buffer
size perturbations (see e.g. [6]), or queue lenth pertur-
bations (see e.g. {7]).

The problem of inventory control and buffer capacity al-
Jocation in production facilities is long studied, and the
introduction of Kanban in the Just-In-Time philosophy
motivates additional interest for this subject [8, 9]: in
these systems, for instance, it is really useful to know
the effect of a buffer size perturbation, being the number
of Kanban the maximum number of pieces that can be
stocked in a working centre. Any action aimed at chang-
ing this number, can easily be taken, since a Kanban is
simply a card, attached on the pieces to be processed. A
general description of the various J ust-In-Time systems
and models can be found, e.g., in [10, 11] and in the
references therein.

The proposed scheme for path estimation has been ap-
plied to an on-line control strategy. The throughput of
the perturbed system, whose path is estimated using per-
turbation analysis, is employed to maximize the perfor-
mance of the discrete event system subject to unknown
disturbances. The developed procedure is divided into
two stages: firstly, the behaviour of the nominal system
is observed, and, meanwhile, its performance under sev-
eral buffer size perturbations are estimated; secondly, the
change which is expected to bring the higher performance
improvement is actually implemented. The perturbation
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analysis algorithmn presented here allows to ”foresee” the
effect of several control actions without having to im-
plement them; the one which is supposed to cause the
greater improvement, is then performed.

The proposed scheme has been applied to a multi part-
type Kanban system, subject to unknown changes in the
product-mix; a control action consists of adjusting the
number of Kanbans of the working centres. Perturba-
tion analysis for on-line control has been applied in [6]
to a flow control strategy in a queueing system; in [12]
to a routing algorithm for a communication network; in
[13] to design the parameter of a feedback control law;
and in [14] to allocate transmission capacity in an ATM
network. The finite perturbation analysis approach pro-
posed in this paper represents a possible mechanism for
the analysis of the ”improvability” of a manufacturing
system with respect to its buffer size [15].

In Section 2 the basic concepts of finite perturbation
analysis are introduced. In Section 3 the procedure, spe-
cialized to the case of buffer size perturbation, is used to
develop an on-line control strategy. Simulation results
for a Kanban system are given in Section 4 to demon-
strate the usefulness of the proposed approach and the
rapidity of the control law.

2. Perturbation analysis

Discrete event dynamic systems are usually characterized
by a state-space, described by a “discrete set” and state
transitions determined by the occurrence of “events”.
Thus, in general, the state of a DEDS is a piece-wise
constant function of time with jumps at the times of
event occurrence. In general each event is characterized
by an event-type or event-nature and by its time of occur-
rence, briefly event-time; e.g. in a queueing network, the
arrival of a customer or the departure of a customer are
events of two different types. In the framework consid-
ered in this paper the concept of Path of a DEDS plays
a major role: a Path is a sequence of pair (event-type,
event-time), i.e. (e(3,£),t(4,£)), with i € Z, where e(, £)
indicates the type of the i-th event, t(i,£) its time of
occurrance. The variable £ is an element of the underly-
ing probability space and indicates the random character
of the particular production activity. The behaviour of
a system depends, in general, on a set of parameters,
indicated by the vector #. For a given value of ¢, the
sequence (e(4,&),t(4,€)), 1 € Z, when the system param-
eters assume their nominal values § is said nominal path;
the sequence, (€(3,€),£(i,£)), i € Z, for the same value
of £, when 8 is varied of A8, is called perturbed path.

A syntethic indicator of some features of the system is de-
noted with L(£, 6), and called sample performance mea-
sure when referred to a nominal path, sample perturbed
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performance measure, L(€, 0+ Af), when referred to the
perturbed path.

The procedure to estimate the sample perturbed perfor-
mance measure, used in this paper, is based on an ap-
proximate construction of the perturbed path, obtained
from the observation of a nominal path. The approach
here used consist of an application of finite perturbation
analysis rules to a finite length sample path of a discrete
event dynamic systems.

The basic goal of the developed procedure is the estima-
tion, for every event e(i,&), of its perturbed event-time,
t(3,€), and thus of the perturbed path. This can be
done by evaluating the time perturbation of every event:
At(ivé) = E(lv 5) - t(ivg)

As in the classical perturbation analysis approach, two
types of time perturbations have been considered. The
first one depends directly on the parameter perturbation
Ab; it is computed by means of a function called gener-
ation function, of the form

At(i, §) = Gen(Ab, e(i,€), t(i, €), e(5, €), (5, €), At (5, ),

(1)
where e(j,&) is another event influencing the time per-
turbation of the i-th event, and where t(j, £) and At(j, €)
are its timing and time perturbation, respectively.

The second type of time perturbation, evaluated on the
basis of a propagation function, depends only on the type,
event-time and time perturbation of another event, the
j-th one,

At(ia 5) = Prop(e(i, g)a t(i’ é)v e(j’ 6)7 t(j» 5)’ At(j’ 5))
(2)
For each event-type e(,£) either the generation function
or the propagation one will be used for the computation
of At(i,€), depending mainly on the event-nature e(3, £)
itself.

The rules used in this paper are those exact under First
Order Similarity, ([3, 16]). Qualitatively, two paths are
first order similar if their difference is due to exchange
between adiacent events: in this case to determine the
time perturbation of the i-th event only the information
about the two adiacent events are needed, namely the
i-th and thej-th ones in the (1) and (2).

The event e(j,€), appearing in the (1) and (2), can be
either an event preceeding the i-th in the nominal path
(i.e. t(4,€) < t(4,£)), or an event following it (thus, with
t(4,€) > £(1,€)).

As an example of the first situation, consider, in a queue-
ing network, the end of service of two customers which
successively visit the same node: any perturbation in the
timing of the end of service of the first customer has in-
fluence on the time of occurrence of the end of service of




seCOnd one.

cond situation occurs in a production line with
Th-e 5 acity buffer in each machine. Consider a ma-
finite c:P ._1, that after having serviced its piece,
it .t(; the machine M, when its buffer B,, is “semi-
(i.e. with only a place available). If B, were per-
ed and its size reduced by one unit, the emission of
from M, _1 would be delayed. The duration of
the delay of the event e(%,§) of pre “exit of a piece from
machine M,_1" can be determined at the occurrance of
the event e(j, &) of type “exit of a piece from machine
M. which make a place available in B, and allows ma-
chine My 1 to resume its service in the perturbed path.
Event e(j,€) clearly follows e(i,€) in the nominal path
and it is necessary to determine the time perturbation of

e(i,€)-

The perturbed path is estimated using all the infor-
mation that has been obtained run-time from the ob-
served nominal path; whenever the time perturbation
of an event e(i,§) depends on a future event e(j,§)
(ie. t(5,€) > t(i,£)), the construction of the perturbed
path is suspended until the occurrence of such event
e(j,€)- In other words, if in the functions (1) and (2),
t(j,€) > t(i,€), a sort of ”cut-and-paste” scheme is ap-
plied between the times t(,£) and t(5,€).

This procedure is, in some way, similar to the ”cut-and-
paste” approach proposed, e.g., in the extended pertur-
bation analysis (see e.g. [3]) and in the path construction
method [1, 4, 5]. In the latter “cut-and paste” is required
when there is an event that is feasible in the perturbed
path but unfeasible in the nominal one.

the

f‘lll”
turb
that piece

The control scheme implemented in Section 3, is based
on the estimation of the perturbed path under the ef-
fects of buffer capacity perturbations in a manufacturing
system. The perturbation analysis technique, outlined
in the following, will be developed for the special case of
“finite”-lenght path construction. It is assumed that the
system can be modeled as a queueing network with gen-
eral service time and limited buffer size for each node,
first come first served (FCFS) policy for customers in
queues and random and not state dependent routing be-
tween nodes. The parameters considered are the buffer
sizes of each node. In the following a node will be said
to be in full output if its downstream buffer is full and
the node cannot release the finished customer.

The analysis consists of the application to each event of
either the generation function or the propagation func-
tion, depending on the event. The basic idea of the im-
plemented generation function is the following. A per-
turbation can be generated in two cases. If a buffer size
of a node is augmented, every event of exit of a piece

blocked by that node is anticipated, and the full output
interval in the nominal path is eliminated. If a buffer size
of a node is diminuished, every event of exit of piece from
a node wreceeding the perturbed one is delayed, and a
full output interval is introduced in the perturbed path.
In all the other cases the propagation function has to be
applied, this function can be found in [16].

3. On-line control strategy

In this section a control scheme, using the path estima-
tion procedure briefly sketched in Section 2, is presented;
it is then applied to a manufacturing system that can be
modeled as a queueing network with the features that
have been described above. Let N = {1,2,..., M}, be
the set of the nodes, where M is the number of nodes in
the network; let B, be the buffer size of node n, n € N;
denote with 7, n € N and k € Z the time of occurrence
of the event of type “exit of the k-th customer from node
n”, assuming that the customers serviced by a node dur-
ing a whole sample path are numbered increasingly from
1. Tt is assumed that it is possible to observe a sample
path of the system, to which the described analysis is
applied.

The proposed control procedure is varying some buffer
size somewhere in the system in reaction to unknown
changes in the production scenario, in order to keep as
high as possible the performance of the system. The
sample performance measure considered in this paper is
the sample throughput of the system, defined as:

M M
STP(£ k1, ko) = —2—5L (3)
ko — k1
with k; < ko, and where tfc\;[ and tfc\’lf are respectively
the time of the exit of the ko-th customer and of k;-th
customer from node M, during a nominal path, char-
acterized by the variable £&. To estimate the expected
value of (3), called throughput, the mean of p samples
is evaluated. These samples are obtained from adiacent
segments in the same nominal path, i.e.

1 &L
TP(N,p) == Y STP(€ N, Nint1) 4)
p m=1
where integers N,,, m = 1,2,...,p are chosen accord-

ing to Njng1 = Nyw + N, m = 1,2,...,p, with N being
a design parameter and N, = N chosen as a warm-up
parameter. The path estimation scheme outlined in Sec-
tion 2, allows to estimate the sample throughput of the
system with some perturbed buffers by only evaluating
the time perturbation of the event of “exit of customer
ko from the M-th node”. The parameter perturbation
of interest in this section, are simmetrical unity changes
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in the buffer sizes of two different nodes, say j and /, i.e.
M M _ M
STP(E ki ka,g,0) = T 20—t )
ky — Kk

where Atﬁ’z’ depends on the buffer-size perturbations of
nodes j, AB; = +1 and of node ¢, AB, = -1, and
is computed applying the proposed scheme only to the
path segment between ¢}/ and ¢} (it has been noticed in
[17] that finite perturbation analysis applied to short in-
tervals instead of the whole path has a better accuracy).
The expected value of (5) is estimated, calculating the
mean over p samples, obtained from the same N, and

Nm+1 of (4), i.e.
. A B .
TP(N,p,j,f) = =- Y STP(¢&,Nim, Nimy1,5,6),  (6)
p m=1

This value is called estimated perturbed throughput, with
j denoting the node whose buffer is augmented, and ¢
the one whose buffer is diminuished. It is recalled that
the estimated time perturbation are reset at zero, at the
start of every path sub-interval [t’,{,” ",tf‘v’{ HH], with m =
1,2,...,p.

For a given manufacturing system, in general, it can be
identified a subset, S, S C N, of the controllable buffers,
i.e. the nodes whose buffers can be varied. A control
action, resulting from the proposed strategy, can be de-
noted with an ordered couple (j,£) € S x S, meaning
that the buffer size of node j is increased by one, and
that of node ¢ is decreased by the same quantity.

The basic steps of the proposed control strategy can be
summarized as follow, for given values of design param-
eters N, N and p:

Procedure

Step 1. The throughput of the system is evaluated by
observing its evolution, and averaging a finite number of
sample throughput values as in (4).

Step 2. By means of the proposed path estimation ap-
proach, the sample perturbed throughput is estimated
for all the ordered couples (j,¢) € § x S, using (5). The
value of the perturbed throughput is then evaluated av-
eraging a finite number of samples, according to (6).

Step 3. The couple (7,£) € S x S, with the higher value
of T~P(N, p,7,£), is determined. If this value is higher
than TP(N, p), an improvement is expected if the control
action denoted with (7, £) is taken: the action is, then,
actually taken. o

Remark 3.1 Perturbation analysis allows to estimate
the effect on the performance measure, of changes in
some buffers without having to change anything. In
other words, it is possible to foresee the results of a con-
trol action without actually implementing it.

It is evideﬁt, moreover, that the controller has a fini, §
delay, equal to the length of the interval t"]\,”‘+1 - tf‘l\,/f1 op |
the nominal path, which is necessary to calculate the y |
samples used to determine TP(N,p) and TP(N, p, 3,0).
This control procedure is able then to react to unknowy |
changes in the production scenario that can be assumeq
almost constant during this interval. The quantity N y |
p can be considered a measure of the rapidity of the
controller. Q

Remark 3.2 The concept underlying the control rules
explained, is similar to that of "improvability”, intre.
duced in [15]: a system performance is, in fact, improy-
able by the action (j, £), if an higher value of the perfor.
mance measure after the application of the control action
is estimated. O

Remark 3.3 In most Kanban systems the buffer size of
a certain working centre is equal to the number of Kan-
bans related to this node [18, 19]. Since these latter are
simply paper protocols, every action aimed at changing
their number can easily be taken. Besides, in these sys-
tems it is important (see for instance, [8, 20]) to vary
dynamically their number. For this reason, in the fol-
lowing, it is paid a particular attention to these systems,
and the buffer size of a node is assumed to be the number
of its Kanbans. 0

Remark 3.4 In many manufacturing systems, the
space dedicated to the storage of the pieces is limited,
both for physical limits to that space and for economic
reasons (being the capacity of a buffer linked to the work-
in-process of the system, and therefore to the cost of the
production cycle); see, for instance, [19]. For this reason,
only simmetrical buffer changes are considered the above
procedure. 0O

4. Simulation results

The proposed control strategy has been applied to the
network illustrated in Figure 1, which can be seen as a
model of a three part-type manufacturing cell. Nodes 3,
4, 5 and 6 are used to model a working station whose
behaviour is dependent on the part-type. The buffer of
node 6 can only accumulate the piece currently under
. . to
service. Nodes 3, 4 and 5 may be seen as preprocessing
nodes, each one servicing only one part-type. They have (4
a common storage space, physically limited, and orga- T
nized into three logical buffers by assigning each node fu
(hence each part-type) a different number of Kanbans. b
The product mix entering the cell is modeled as the rout- 3
ing probability from node 2 to the nodes 3, 4 and 5. Sit- I
uation of simultaneous blockings due to full outputs of t
the nodes 3, 4 and 5 are handled by a first blocked first :
released policy. i
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tem is subject to unknown changes in its product-
deled by means of unknown changes in the rout-
ol robability from node 2 to the three central nodes.
mgepmain goal of the controller is to keep as high as pos-
rIi‘ble the system throughput, despite unknown changes
in the product-mix.
The considered queueing network is an approximate
model of a single-card Kanban cell, with fixed order point
f one [21], working different part-types with a first come
grst served sequencing rule [8]. It is then possible to con-
trol the in-process inventory by changing the number of
Kanbans of each part-type using the control actions de-
fined in the above procedure. Such an action, in view of
the simmetrical buffer size variation, leaves unchanged
the total buffering capacity and hence the total storage

capacity.

Two interesting results have been found: firstly, the con-
trol scheme reacts periodically to periodic changes in the
product-mix; secondly, this strategy improves the mean
value of the throughput, during a whole production cy-
cle, with respect to its value for the uncontrolled system.

The sy$
. mo

The behaviour of the proposed scheme has been eval-
uated by means of a simulation model of the queueing
network in Figure 1.

A first experiment {Experiment 1) is run with these spec-
ifications: node 1 has always a piece in its buffer, and the
pieces finished by node 6 are immediately taken away; all
the nodes have service time exponentially distributed,
with mean 1; buffers 1, 2, 6 have size 1, while the sum
of Kanbans of nodes 3, 4 and 5 is 6. The control action
can vary the number of Kanbans of these three nodes
(ie. the set of controllable buffers is S = 3,4, 5]), from
a minimum of 1 to a maximum of 4.

The throughput and the estimated perturbed through-
put are evaluated on the basis of (4) and (6) by consid-
ering 15 samples (i.e. p=15), each one evaluated on 50
pieces (i.e. N=50). The maximum of TP(50, 15, j, £) for
all (j,£) € S x S, is compared with TP(50,15). A control
action can be taken every 750=>50 x 15 pieces, i.e. every
control interval equal to CI = N x p. The control pro-
cedure is not applied during the transient period, chosen
to last for the first 100 pieces (i.e. Ny = N = 100 in the
(4) and (6)).

The routing probabilities to nodes 3, 4 and 5, are periodic
functions of the number of pieces. Figure 2 illustrates the
behaviour of the routing probability from node 2 to node
3 over a period (called routing period or simply period).
During each routing period 30 control actions can be
taken: then, in this experiment, every subperiod lasts
22500 pieces. The routing probabilities to nodes 4 and 5
are traslated of one third (called the routing subperiod or
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simply subperiod) and two thirds of the routing period,
respectively. In every subperiod 10 control actions can
be taken.

Every simulation experiment lasts five routing peri-
ods, corresponding to 150 control intervals, thus 112700
pieces. The results, averaged over 18 statistically inde-
pendent simulation runs, are illustrated in Figure 3 and
Figure 4. Notice that all the diagrams show the relevant
metrics as function of the control intervals, correspond-
ing to N X p pieces.

Figure 3 shows the average values of the number of Kan-
bans of node 3, i.e. the size of node 3 buffer, observed at
the end of every control interval and taking into account
the last control action. The same diagrams for nodes 4
and 5 can be obtained by translating that of node 3 of
one third and two thirds of the routing period, respec-
tively. It is evident that the control action is periodic as
well: during the first routing subperiod, i.e. during the
first 10 control actions (when the routing probability to
node 3 assumes its maximum value of 0.9), the controller
increases the value of the buffer size of the node 3 up to
its maximum value of 4. During the other two routing
subperiods the size of buffer 3 is reduced to its minimum
value of 1. So, by the proposed strategy, as much stock-
ing space as possible for the part-type mostly worked in
that subperiod is provided.

Figure 4 shows the behaviour of the average values
of throughput (over 18 independent simulation experi-
ments) observed after every control interval. The thin-
ner grey line represents the value of throughput of the
network without control, with buffer sizes of nodes 3, 4
and 5 equal to 2; the thicker one represents the perfor-
mance of the controlled system (these values are those
of TP(50,15), used to determine the control action). It
should be emphasized that the controlled throughput, i.e.
the throughput of the system under the action of the
proposed control scheme, is almost periodic with period
equal to the routing subperiod.

Some interesting features of the implemented strategy
are, moreover, evident. (a) A control action is imple-
mented when the estimated perturbed throughput is
higher than the nominal throughput; (b) Figure 3 shows
that the control actions are taken only at the end of the
first three control intervals in every subperiod; (c) this
implies that an improvement is only expected in these
three intervals. In addition, Figure 4 shows that the
value of the controlled throughput increases during the
first three control intervals and remains quite constant
during the remaining part of every subperiod. (c’) There-
fore, the controlled throughput improves only when ex-
pected, thus when a control action is taken.




Figure 4 shows that after the first control interval from
the beginning of each routing subperiod, the controlled
throughput has a value lower than the value of the un-
controlled throughput (i.e. the throughput of the net-
work with number of Kanbas not controlled and equal
to 2 for nodes 3, 4 and 5), and after two control actions
it becomes higher. This is due to the following reason:
when the routing probability of one node switches from
its lower level to its upper one, the network is unbal-
anced, i.e. the higher number of Kanbans is assigned
to a ”low-probability” node. This situation makes the
controlled throughput of the network drop. Three con-
trol actions are then necessary to re-balance the network
(thus to assign 4 Kanbans to the likeliest part-type). In
other words, for every subperiod, the first value of the
controlled throughput is lower than that of the uncon-
trolled one because the controlled system is unbalanced,
whereas the uncontrolled network has 2 Kanbans for ev-
ery part-type, independently on the product mix.

Comparing the overall mean of the throughput, it turns
out that, after the five routing periods, the controlled
network has a throughput mean value of 6,04, against a
value of 5,77 for the uncontrolled network. This shows
the effectiveness of the control strategy.

Two other experiments have been performed on the same
network, subject to the same variation of the product
mix as in Figure 2, but with the lenght of the control
interval, CI = N x p, reduced.

One experiment (Experiment 2) is performed with a con-
trol inteval of CI=150 pieces, evaluating the throughput
by averaging p=15 samples, each sample evaluated on
N=10 pieces. During each routing subperiod 10 control
actions can be taken as in the previous experiment. The
overall simulation lenght, of 150 control intervals, is now
of 22540 pieces, with N=20 in the (4) and (6). Figures 5
and 6 show the behaviour of the controlled capacity and
of the system throughput averaged over 18 simulation
runs.

The other experiment (Experiment 3) is performed with
a control interval of CI=70 pieces, obtained averaging
p="7 samples of throughput, each one evaluated every
N=10 pieces. As in the previous experiment the rout-
ing subperiod lasts 10 control intervals as each sample
path considered contains 150 control actions, with a to-
tal lenght of 10540 pieces worked by the network. The
warm-up parameter N has been chosen equal to 20. Fig-
ures 7 and 8 show the behaviour of the controlled ca-
pacity and of the throughput over 18 simulation runs.
Notice that in all experiments the simulation lenght is
the same in term of number of control actions. Never-
theless, in view of the choice of parameters N and p,
the control actions in Experiment 1 are much slower (in

time) than the control actions in the other experiments,
hence the time duration of a routing period is longer in
Experiment 1.

All the features underlined in Experiment 1, are again
recognizable in these two other experiments: (a) one of
the controlled variable, e.g. the number of Kanbans of
node 3, has an almost periodic behaviour; (b) the con-
trolled throughput is increasing during the first control
intervals of each subperiod, and has an average value,
over the entire path, higher than that of the uncontrolled
one (6.30 against 6.02 when CI = 150 and 6.26 against
5.99 when CI = 70).

The main drawback of a shorter control interval is a
larger ripple both in the controlled capacity and in the
controlled throughput. On the other hand the controller
can react to faster unknown changes in the production
scenario.

The three experiments indicate that the proposed control
scheme is effective in reacting to unknown changes in
the production-mix. The three experiments show that
a reduction in the number of samples used to decide on
the control action maintains a significant improvement
of the network performance, while allowing the system
to reacts to unknown, rapid changing, disturbances.

5. Conclusion

In this paper, finite perturbation analysis has used to
derive a path estimation procedure for discrete events
dynamic systems, applied to the dynamic allocation of
buffering capacity in a manufacturing system, problem
of great practical interest.

The main contribution consists of an on-line control
strategy, applicable to Kanban systems, which reacts to
unknown changes in the production scenario (for exam-
ple, the product mix of a production cell), by varying the
number of Kanbans of the different part-type worked by
the system.

This strategy is an interesting application of finite per-
turbation analysis to an on-line control procedure and
to the problem of dynamically controlling the number of
Kanbans in a manufacturing system. The results pre-
sented indicates that other interesting contributions can
be brought specializing the guidelines of the proposed
procedure to real Kanban systems, and encourage fur-
ther developments of the proposed approach.
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Figure 1: Manufacturing system model.
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Figure 2: Routing probability from node 2 to node 3.
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Figure 4: System throughput (Experiment 1).
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