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Abstract: Multimedia and multiservice broadband net-
works (e.g. Broadband-ISDN and ATM based LANSs)
will be implemented using Asynchronous Transfer Mode
(ATM). In this paper we consider the combined control
problem of flow rate and bandwidth (capacity, service
rate) at the virtual path level in ATM based networks
under nonstationary conditions. A fluid flow model in the
state variable form is used to describe the time varying
mean behaviour of a virtual path. A nonlinear control
approach is adopted to derive the control strategy for the
single node, finite buffer and server, case. The perform-
ance of the proposed scheme is evaluated using analysis
and simulations. Simulation results show that the pro-
posed scheme achieves effective server and buffer utilisa-
tion (as predicted by analysis) and by appropriate choice
of the control design variables it achieves zero cell loss
(even for traffic demands, which if not controlled would
suffer cell losses). Hence the proposed scheme avoids
retransmissions which as a result would reduce network
utilisation.

Keywords: Nonlinear Control, Asynchronous Transfer
Mode (ATM) based Communication Networks, Flow
Control and Bandwidth Control.

1. Introduction

Asynchronous Transfer Mode (ATM) is expected to be
the transfer mode for implementing multimedia and
multiservice broadband networks [1] (e.g. Broadband-
ISDN and ATM based LANs). This is prompted by the
need to handle a variety of types of services, with diverse
demands on the network in terms of the required bit rate.
Continuous as well as variable bit rates will be serviced,
€.g. data, voice, still and moving pictures, and multime-
dia. The bandwidth required by a connection may vary
over the lifetime of the connection, hence multiplexing
and buffering within the network should be provided in
order to allow more effective use of resources. Thus the
need to allocate bandwidth efficiently, within the con-
straints set by the underlying facility network [2]. Addi-
tionally, we expect that by combining the control of
bandwidth with the control of flow rate, we can achieve a
better network utilisation. Better network utilisation can
be achieved by controlling temporary variations in the
traffic flow rate which would in certain cases (e.g. a full
buffer and heavy traffic flow), if not stored in a tempo-
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rary local buffer, result in cell loss (and subsequent re-
transmissions, which as a result would reduce the net-
work utilisation).

Whilst it is possible to provide controls at different levels
in the network, such as cell level, burst level and the
connection (i.e. call) level [3], we will only consider the
control of traffic flow and bandwidth allocation to groups
of connections sharing a common route. The virtual path
(VP) [4, 5] is an important aspect of current ITU
(International Telecommunications Union) recommen-
dations on Broadband ISDN and can be viewed as a pre-
established route through the network with dedicated
bandwidth onto which virtual channels (VCs) are
grouped. VPs considerably simplify network manage-
ment and call admission by semipermanently allocating
resources to the path [4]. Each network link will have a
finite capacity (bandwidth or service rate) which must be
allocated among the VPs and VCs in a fair and efficient
manner while meeting the specific requirements of each
type of traffic. The problem of bandwidth allocation to
VPs has been studied in, e.g. [6, 7, 8, 9]. Flow rate con-
trol has also been extensively studied, by among others
[10, 11, 12, 13].

In this paper the combined problem of flow rate and
bandwidth control in communication networks under
nonstationary conditions is considered. Communication
networks not only must have good steady-state perform-
ance but also must deliver acceptable performance under
nonstationary and transient conditions {14], [15]. Non-
stationary conditions occur in communication networks
when the statistics of the arrival or service processes to
the network queues vary with time. Nonstationary condi-
tions can, for example, be caused by nonstationary input
loads, topological changes to the network, and failures of
network resources. This nonstationary behaviour is par-
ticularly significant in the context of multimedia and
multiservice networks because of the mix of traffic types
and the nature of resource sharing. Our proposed nonlin-
ear control solution is in the form of a dynamic feedback
controller for bandwidth and flow rate.

In Section 2 we adopt a nonlinear state variable model to
describe the behaviour of a virtual path, for different
classes of traffic, in terms of time-varying mean quanti-
ties. We formulate the nonlinear control problem in sec-
tion 3 for the case of a single node VP, and obtain the
combined flow control and bandwidth allocation control
strategy in closed form. Simulation results arc presented



in Section 4. In section 5 we present our concluding
comments.

2. A State Model for Virtual Paths

Figure 1 shows an NxN nonblocking output buffered
switch which can route cells from a set of incoming links
to a set of outgoing links. The VP of Figure 2 focuses on
the series of M switches along one particular VP, show-
ing the buffers and servers of the links used by the VP
traffic. The VP is modeled as a one-way connection be-
tween an Origin-Destination (OD) pair spanning several
ATM switching nodes (see Figures 1 and 2). The nodes
are connected by links (1,...,M), associated with deter-

ministic propagation delays T, (i = 1,...,M). Several VCs
(A :,..., A f) combine to form the VP traffic, and local

VP and/or VC traffic (A?,...,A%,) appears as back-

ground traffic, requiring some access to the shared re-
sources of each link. The queue at each link provides for
statistical multiplexing of the incoming traffic streams.
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A dynamic model is required for the VP, in a form suit-
able for a distributed control solution. Our objective is to
find a model which captures the essential dynamic behav-
iour, but has low order complexity relative to detailed
probabilistic models such as the Chapman-Kolmogorov
equation for determining the time-dependent state prob-
ability distribution for a Markovian queue, [16]. Hence,
the approximate fluid flow modeling approach described
in [16, 17] is adopted. -
Using the flow conservation principle, for a single queue,
assuming no losses, the rate of change of the average
number of cells queued at the link buffer can be related to
the rate of cell arrivals and departures by a differential
equation of the form:

() =—fou O+ 1, (1) (1)

where:

x(1) - state of the queue, given by the ensemble average of
the number of cells M(z) in the system (i.e. queue+tserver)
attime ¢, i.e. x(1)=E{N(1)}

Jout) - ensemble average of cell flow out of the queue at
time ¢

[in(1) - ensemble average of cell flow into the queue at
time ¢

The fluid flow equation is quite general and can model a
wide range of queueing and contention systems as shown
in the literature [16, 17, 18].

Assuming that the queue storage capacity is unlimited
and the customers arrive at the queue with rate A(f), then
Jin(2) is just the offered load rate A(¢) since no packets are
dropped. The flow out of the system, f,,.(), can be related
to the ensemble average utilisation of the link p(7) by
Lol FC(Dp(1), where C(¢) is defined as the capacity of
queue server. We assume that p(f) can be approximated
by a function G(x(r)) which represents the ensemble av-
erage utilisation of the queue at time ¢ as a function of the
state variable. Thus, the dynamics of the single queue can
be represented by a nonlinear differential equation:

X(1)==-G(x(NC@E)+A(1),

x0)=x, @

A commonly used approach to determine G(x) is to
match the steady-state equilibrium point of (2) with that
of an equivalent queueing theory model where the
meaning of "equivalent” depends on the queueing disci-
pline assumed. This method has been validated with
simulation by a number of researchers, for different
queuing models [16, 17, 18]. System identification tech-
niques can also be used to identify the parameters of the
fluid flow equation.
We illustrate the derivation of the state equation for an
M/M/1 queue following [16]. The following standard
assumptions are made: the packets arrive according to a
Poisson process; packet transmission time is proportional
to the packet length; and that the packets are exponen-
tially distributed with mean iength 1/u.
Then, from the M/M/1 queueing formulas, for a constant
arrival rate to the queue the average number in the sys-
tem at steady state is A/(uC-A). Thus requiring that
x()=A(nC-L) when X = 0, the state model becomes
s =-D_ucw+re). x0=x o
1+ x(2)
Using fluid flow arguments, we can represent a VP as a
series of M/M/1 queues. The validity of using an M/M/1
queue to approximately describe the queueing delays with
fixed packet length is discussed by Gerla et al [7]. With
reference to Figure 2, the following standard assumptions
are made: cells at any node along the VP arrive as inde-
pendent Poisson processes; cells have exponentially dis-
tributed lengths; service time is exponentially distributed
with mean 1/C;, where C; is the link server capacity at
node i; and buffer length at each node is assumed infi-
nite. We assume that the link has a First-In-First-Out




(FIFO) service discipline and a common (shared) buffer.
The VP model, an extension of the M/M/1 queue model
(1), is:

x, @) =-C, (t)[_Ltzt)j +A7 (1) + )\‘blac/tground ()

1+ x, (¢

4= G 2Oy

i=2,..,.M. %)
where

C,(?) - bandwidth (capacity, cell service rate) allocated
to the VP at node i,

X; (1) - state of the queue at node i,
A (t) - total arrival rate due to VP traffic

A 2(t) - total arrival rate at cell-queue i due to back-
ground traffic,

Y 7(¢) - VP traffic, leaving the previous node i —1 and
entering node i, delayed by a deterministic amount T,

due to the transmission propagation.
Fori=2,....M

Y:(t) z[(ji—l(t—‘tifl)

x"f([—‘ti—l)
T+x (1-1,) ‘

where x;”(¢) is the ensemble average of the number

of cell places in the buffer occupied by VP traffic.
This model has been shown to be reasonably accurate in
comparison to discrete event simulation.
This model (4) can be used to represent all possible paths
for any origin destination pair.

3. Nonlinear Control of Flow Rate
and Bandwidth Allocation

Our control philosophy, shown in Figure 3, is to exert
influence on both the flow rate into the server, as well as
the allocation of the (cell) server rate, based on feedback
from the network state (queue length). Flow control is
exercised on the output of the source, which is shown
here as a local buffer. Any unmet demanded inflow is
stored in this local buffer, and paced into the network,
whenever the resources become available.
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Figure 3. Control concept
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To highlight the approach, we only consider a single
node with VP traffic and derive the proposed nonlinear
control strategy. Extensions to multiple node VPs, with
interfering background traffic will be considered in a
later study.

We consider two cases:

a) Zero background traffic

In Section II, we derive the dynamic equation for a single
node (Equation 3) for the case of infinite buffer places
and infinite server capacity. Equation (3) is rewritten
here for the case of finite buffer and finite server.

()= X0 (1,) =
(1) = ) C(t)+A, (1) x(t,)=x,
0< X(t) < X buffer capacity

0<C(t)<C,

erver capacity *
Let

X(t)y=x(t)—x,,
where x.x is a design variable, and we select

Ximax < Xbuffer capacity and Xmax 2 Xo.
Then from (5) we obtain

MCU) +}“in(t) .

= x

Q)

We select
Cty=a(l+Xx(t)+x_,)=a(l+x(1))

where a. is a design variable (discussed later),
and

}\'in(t):axmax' (9)
where for clarity of exposition we assume that

Ap(£)20max VE, i€ the local buffer is saturated (this
condition is relaxed later).

With these choices of C(1) and A;,(f) equation (7) be-
comes

x(t) =-a x(1)

whose solution is given by
X(t)=e*""%(t,) forall 1>1,

and

x(t)=x_, +e " (x(t) - x, ) -
Since 0<x(z,)<x
forall t21¢,.

That is x(¢) is always upper bounded by xmx, and there-
fore BY Xpuger capaciy @ long as X(5) < x__ .

The bandwidth allocation control C(¢) given by (8) needs
to satisfy the constraints 0< C(¢) < C, .. capacir, -
Consider C_, < C

server capacity
to be chosen together with the parameter a so that C(1)
satisfies the constraints.
We select o, as

(®)

(10)

an
we have 0<x(r)<x_.

max

to be a design parameter

C
0<q < —m=
T+x,_ .




We now relax the earlier assumption that Ayp(£)2000max

V. In a realistic scenario, Ap(?) can take any value (up
to the declared peak rate, which is often greater than the
average rate). However the theory presented (see (9))

dictates that A;,(f) never exceeds OXmax. As already dis-
cussed, any unmet demanded inflow is queued at the lo-
cal buffer, and paced into the network whenever the re-
sources become available. Therefore for efficient opera-
tion of the system we must also ensure, if possible, that
the demanded cell inflow is met (otherwise the local
buffer length will increase toward infinity). In order to
achieve this we must increase the lower limit on the con-

aver _ 'Y aver

l+x,, x

trol design variable a. from 0 to where

max

A aver (1 X e )
X

max

C =

aver

. That is

A’ ver Cmax
= <a <L (13)
x I+x__

max

For setting this limit it is necessary to know the average
demanded cell inflow (A...,). This can either be provided
by a suitably designed Connection Admission Control
(CAQC) strategy, or measured.

Remark: By recalling Little’s law [19], i.e. E(n)=AE(T),
where E(n) is the average queue length and E(T) is the
average time delay, the lower limit on o (Qmin

C

aver _ "~ aver

= ) can be interpreted as a requirement
T+x,.  Xox

on the waiting time in the system. \AAY

Since

CH)=a(l+x(t)<al+x__)

it follows that

Cy<a(l+x_,)<C,. <C

server capacity *
The summarised control strategy is as follows:
Cit)=a(1+x(2)). A, () <ax_.

where o, Xmar, Cmax are design parameters chosen as

ver <o < mx . 0<xpax< Xbugler capacity
X 1+ X

max
x(to) S xmax s 0 < Cma.xS Cserver capacity+
The figures below show (for the case of A,p(#)20X max
V1) the plots of: A, (¢) versus a;

' tan 0= Xpmar

S
>

Clmu a
1+ Xmax

max)

and the upper bound C‘p for C@0),ie. C, =a(l+x

VETSusS a
Gy

It is clear that the maximum possible value of A, () is

C

max
max *

T+x__

b) Non zero background traffic
In the case of nonzero background traffic instead of
equation (5) we have

x(t)

x(t) = _1+—X(’)C(t) + )\'vp(t) + )\'bacltgraund (t)

x(t,)=x,
0 < x(1) < Xpugir capacivr
0<C(@)<C,

erver capacity

which may be written in the form
(XD + Xe)

mCu) + A, (1) + A pokgrouna (1)

where X(t) = x(t) — x_ . . In this case we choose
CH)=a (1+X(t)+x_,)=a(l+x(t)

to obtain

X(1) =~ X(1) — g + A, () + A ptgrouna () -

Two possibilities exist: measurable or unmeasurable

background traffic Asaciground(?)-

In the case of measurable Apacigons(t) the strategy re-
mains as presenied for case a), but with

)"yp(t) S0 Xy — )"bacltground (t) .
The case of unmeasurable Apsagoundt) traffic is treated

next.
We choose (again, as for the case without any back-

ground traffic, we assume Ayp(£)200max V1)

A,() =0 x4 (15)
to obtain

f(t) =-a f(t) + }"badtground (t)

or

{
f(’) = e—a“f’“f(to) +It eia“_t)xbaclcground (T)dt

x(t) = -

If A Jokgrouna 1S an upper bound for Asacigrouna(t) that is

known then




max

F(1) S €0 R(ly) 4 (1 )
o

max max

f([) < _ background + e*“(l*fo) f(to) _ "™ background

or

max

background
x(1) < x,, +—" +

max
background

o

—a(r-ty)

e x(ty) —| X0 +

If we choose x(1,), Xmax, 0 such that
max

background
x(to) < 'xmax + - xbuﬂer capacity

then X(#) < Xy 7 capaciry fOr all 122,

We consider

C() = o (1+x(2)) < a1+ Xpupr capaciy) -
If we choose a so that

Ocos— Cme
+ xbujkr capacity
where 0 < G < Coorver capaciry
then C(¢) £ Chgs.
The variable a. has to satisfy both (16) and (17). From
(16) it follows that o should satisfy the inequality

xmax

background ( 1 8)

xhuﬁer capacity xmax

o>

In this case X,,,. < Xy capaciry - COMbining with (17)
we have that o. should satisfy

max C

background <a < max
xbuﬂer capacity xmax 1 + xbtq{fer capacity
Note that, as for the case without any background traffic,
for efficient operation of the system we must also ensure,
if possible, that the demanded cell inflow is met. In order
to achieve this we must set the lower limit o, on the
control design variable a to

}\' max

background
_ aver g
o o, = Max S

(19)

Therefore

max  Xbuffer capacity X max

o should satisfy

a . <a< ———C”"”‘—— (20)
1+ xbuﬂer capacity

Once again the value of A,,., (now total average, i.e. sum

of average of VP and background traffic) can be provided

by CAC, or measured.

The satisfaction of (20) depends (greatly) on the values of

max
xmaxy }\’ backgraund and Cmax S CSE"VP" capacit_v-

server capacity (xbuﬂer capacity xma.x )

If Ao

background It 1s

1 + xbuﬂercapaa'ly

clear that no o ‘will exist to satisfy (19). In such case the
background traffic is so large that no control strategy
exists to control the traffic within the desired constraints.
The plot of A, versus a when

XMEX C

background
4 << max

xbuﬂer capacity xmax 1 + xbuﬂér capacity

is given next.

mﬂgmund _C""é“-
14+ Xmax

Xbuffer capacityXmax
The plot shows that in the presence of background traffic
A, has to exceed a certain minimum value A 77 for the

control strategy to be effective. Observe that the maxi-
max

max
mum value A 7% of A, becomes smaller as A ol g

increases.

4. Simulation:

We consider a single node with one VP. The allocated
service rate cannot exceed 10 cells/msec (i.e. Cnar=10),
as the rest of the server capacity (for 155 Mbit/sec the
service rate i Cierver capaciny=365 cells/msec) has been re-
served for the rest of the VPs and VCs. To simulate a
small buffer size, we assume that 100 cell places have
been reserved for this VP (i.€. X,.=100).

Case I) Simulations with zero background traffic
In this set of simulation runs we vary the value of the
control design variable o, as shown in the table below:

value (i) value (ii)

12 C 10 _C
o

< max max

a: sy -—
l+x . 1+x_,. 1+x . 1+x_,

value (iii) value (vi)

808 _ C 5 C

aver s < aver
1+x_,

l+x . 1+x., I+x__

The values of the control design variable o (see equation
13) have been chosen so that:
value (i) violates the upper limit;
value (ii) equals the upper limit;
value (iii) equals the minimum value which ensures
that the demanded inflow is met; and




value (iv) is below the minimum value which ensures

that the demanded inflow is met. ’
Figure 4 shows the cell inflow into the queue, for the four
different values of a as well as the demanded cell inflow
(prior to any shaping by the controls). We can see that as
o decreases the amount of shaping (or smoothing or
control) that is applied to the cell inflow increases. Note
that value (iv) also limits the amount of traffic entering
the network to below that demanded (that is excessive
control is applied to the flow into the system). This can

also be seen by the local buffer state Xiocq/(?), in Figure 7,
where the local buffer queue starts to build up to infinity
(i.e. the demanded cell inflow has not been met, and the
excess traffic is queued at the local buffer prior to it en-
tering the network). The buffer state is shown in Figure
S, and the allocation of service rate in Figure 6. Again,
we can observe the influence of the control design vari-
able a on the controlled system performance. As a de-
creases we move from not enough control, for value (iv),
to excessive control, for value (i). Finally, in Figure 8 the
cummulative loss n(f) is shown. Only value (i), as ex-
pected, has any loss. This is due to the violation of the
upper limit on a.

_cell inflow vs time as the design control variable a is varied
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time (msec)

Figure 4. Cell flow into the buffer
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Figure 5. Buffer state

allo1cated service rate vs time as the design control variable a is varied
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Figure 6. Allocated service rate
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Figure 7. Local buffer state

cunmulative losses vs tme as the design control variable a is varied
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Figure 8. Buffer losses

Case IT) Simulations with background traffic

In this set of simulation runs we increase the buffer
length t0 Xiger 1mgn=140 cell places, but keep Xma.. the
same as in case I). All other simulation parameters are as
in case I). We vary the value of the contro! design vari-
able a, as shown in the table below:




value (i) value (i) value (iii)
1 2
- 0 o= 8 = g0
X -X
1 + xmax xmax buffer capacity max
A‘ max
= Cmax A aver — . —fackground oy
=0lmin X —x min
1 + xmax xma.x buffer capacity max

The values of the control design variable a (see equation
20) have been chosen so that:

value (i) equals the upper limit;

value (ii) equals the minimum value which ensures that

the demanded inflow is met; and

value (iii) equals the minimum value which ensures that

the control strategy is effective.
The results show similar behaviour as for case I). Figure
9 shows the cell inflow into the queue, for the three dif-
ferent values of a, as well as the demanded total cell in-
flow (prior to any shaping by the controls), and the VP
demanded cell inflow. The demanded background traffic
is kept constant at 2 cells/msec. Again, we observe that
as o decreases the amount of shaping (or smoothing or
control) that is applied to the cell inflow increases. Value
(iii) also limits the amount of traffic entering the network
to below that demanded (that is excessive control is ap-
plied to the flow into the system), which is confirmed by
the local buffer state, in Figure 12. For value iii) the local
buffer queue starts to build up to infinity (i.e. the de-
manded cell inflow has not been met, and the excess
traffic is queued at the local buffer prior to it entering the
network), whereas for values i) and ii) the local queue is
used to pace the traffic into the network. The buffer state
is shown in Figure 10, and the allocation of service rate
in Figure 11, where we can observe the influence of the
control design variable a on the controlled system per-
formance. Since the limits on o have not been violated,
as expected, no losses are observed for all three values.

cell inflow vs time as the design variable o is varied
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Figure 9. Cell flow into the buffer (with non zero
background traffic)
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140 butfer state vs time as the design variable a is varied
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Figure 10. Buffer state (with non zero background
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Figure 11. Allocated service rate (with non zero back-
ground traffic)

local buffer state vs time as the design variable a is varied
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Figure 12. Local buffer state (with non zero back-
ground traffic)




5. Conclusions

This paper focuses on the development of a combined
dynamic nonlinear control strategy for flow control and
bandwidth allocation control for virtual paths under
nonstationary network conditions. A state variable model
for describing the dynamic behaviour of virtual paths is
presented and used to formulate the dynamic nonlinear
control strategy within a nonlinear control theoretic
framework. Finite constraints on the buffer and server
capacity are explicitly handled in the problem solution.
The behaviour of the nonlinear control solution is dem-
onstrated using simulation. It is shown that by appropri-
ate choice of the control design variables effective server
and buffer utilisation can be achieved (hence avoid cell
losses and subsequent retransmissions). This paper sug-
gests that nonlinear control techniques can be usefully
employed in the solution of telecommunication problems.
Future extension include the case of multiple nodes in a
VP. This will necessitate the derivation of a distributed
nonlinear control strategy.
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