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Abstract

A matrix-based formulation for FMS controller design for Jjob-shop manufacturing system is proposed
using standard manufacturing tools such as the BOM, task sequencing matrix, and resource requirements
matrix. The proposed matrix formulation overcomes the major difficulties involved in using Petri nets for FMS
scheduling control, and allows design for deadlock removal and conflict resolution. In the formulation, the
controller is comprised of inner loops where no shared resources are involved, and outer share-resource and
route-selection loops that require some conflict-resolution decision making.

_ The paper presents the controller formulation for a job-shop manufacturing system where parts may have
3 alternate routings. Dispatching rules are used to resolve conflicts in scheduling and routing decisions, which
4 are treated as dual problems. A hierarchical scheduling system to manage manufacturing systems results from
the development of this mathematical formulation. The integration of the discrete event FMS controller with

upper level production control systems, such as an MRP system, are discussed.
1. Introduction description.  Finally Section 4 shows how the proposed
FMS controller can be integrated with upper-level
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In this paper, a systems theory point of view is used to
develop a new matrix description that provides a rigorous,
repeatable, design algorithm and analysis tools for FMS
controllers, and gives a basis for conflict resolution.
Matrix equations are used over a nonstandard (“and","or")
algebra to describe the system structure, where the
description of a new system with different part routings can
quickly be obtained by changing only an operation
sequencing matrix S,. The controller is comprised of outer
and inner loops, where the inner loop is decision-free with
no shared resource conflicts. The outer loop, however,
involves shared resources and route selection and requires a
conflict resolution command input and a route decision
input, u., and uy, selected based on dispatching rules. The
theory unites IE tools such as the bill of materials (BOM)
{1,3], resource requirements matrix [8] and design
sequencing matrix [4,14,15] with Petri net (PN) and
max/plus formulations [2,12]. FMS problems recently
studied in the literature such as deadlock avoidance [17]
can be analyzed with the matrix controller formulation
[13]. The formulation is presented for the general case of a
Jjob shop with alternate routings.

This paper is organized as follows: In Section 2 we
introduce different job-shop configurations accommodated
by the matrix formulation. In Section 3 we present the
FMS controller matrix formulation. Different building
structures are presented, from the simplest case of a single-
machine-single-part (SMSP) system, up to the multiple-
machine-multiple-part (MMMP) controller formulation.
The matrix formulation for the controller of job-shop with
alternate routings is presented. It is shown how the FMS
controller matrix equations directly yield the PN

production control systems, such as an MRP system. The
hierarchical scheduling system as the decision structure of
manufacturing systems then can be constructed. The
overall system structure with production control is shown
in Fig. 1.
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Fig. 1 A four-level system structure of production control.

2. Job-Shop Scheduling Models

Traditionally, a job-shop production system has been
defined in the production engineering literature [3] as an
intermittent or batch-oriented production system with a
functional layout. We can identify two basic types of job-
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shops, namely, the Job-shop with fixed part routing and the
Job-shop with alternate part routings.
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Fig. 2a Job-shop with fixed routing without reentrant flow.
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Fig. 2b Job-shop with reentrant flow.

2.1. Job-Shop with Fixed Routing

A job-shop design basically refers to a production
system structure where different parts (or jobs) are
processed through different machines according to multiple
sequences or routings. We refer to the case of multiple
parts forming multiple sequences as a Jjob-shop with fixed
part routing. In this case, the routing of each part type is
fixed (e.g. see Fig. 2a). An extension of this is the case of
reentrant flow of parts, i.e. the same part can re-enter the
same machine more than once for different operations but
the routing of each part is fixed (see Fig. 2b). If multiple
routes exist for one or more parts we use the term Job-shop
Wwith alternate routings.

When multiple parts are manufactured in a workeell,
there exists a potential conflict arising whenever resources
are shared. In the shared-resource problem, several parts
simultaneously request the same resource for operation. To
resolve shared-resource conflicts, an external input u
needs to be introduced to schedule the tasks. We call U, the
conflict resolution input. It is selected based on
dispatching rules that will activate only one operation or
task from the conflicting set.

2.2. Job-Shop with Alternate Routings

A complex job-shop may have variable or alternate
routings. This means that in addition to the shared-
resource conflict problem, there is a possibility of task
choice or route selection with respect to machines as
illustrated in Fig. 3. To solve the choice arising from route
selection, another external decision input defined as the
route decision input, u,, should be added to resolve the
route selection. The input up is also based upon a group of
dispatching rules with respect to some specific performance
index and selects a route. As we discuss in Section 4,
routing and scheduling can be considered, in a sense, as
dual problems (see Fig. 4).

Flexibility in job routing is a key current issue in
FMS design, and suitable rules for Jjob routing selection are
not yet well developed.
Uryn
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Fig. 3 The basic alternate routings with up the route
decision input.

Fig. 4 Duality between the part and route selection.

3. Matrix Representation of Workcell Structure

In order to design a manufacturing system, a few basic
manufacturing cell structures may be constructed. By using
these basic workcell structures as building blocks, a matrix
framework for describing a manufacturing system can be
developed and implemented efficiently. In the rule-based
controller formulation described in references [10,12] a
matrix "and"/"or" algebra is used, where standard matrix
operations of "multiplication" and "addition" are replaced
respectively by logical “and" and "or" operations, and
status vectors are expressed in negative logic (i.e., "0"
represents task completion and task start commands).

In the following discussion, four basic manufacturing
cell structures will be introduced step by step. One can
obtain PN descriptions using this step-by-step design
procedure which is based upon standard industrial
engineering approaches. Using these four basic structures,
one can easily describe the behavior and formulate a
scheduling controller for many different manufacturing
systems,

3.1. Single Machine for Single and Multiple Parts
(SMSP and SMMP)

3.1.1. The single-machine-single-partcase (SMSP):

Consider a manufacturing unit shown as Fig. 5a&5b,
in which a part P1 is inputted (denotes as PJ) to a queue Q1
before processing on machine A1 (operation 0). PP
represents a part presents in the workcell and PO denotes
the part is finished and then outputted to warchouse. The
corresponding PN structure is illustrated in Fig. 5c by
defining O,J,‘ as the operation for part type i processed on
machine j the k-th time. We assume the machine is loaded
and unloaded automatically.
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Fig. 5¢c The Petri net corresponding to the SMSP case.

Denote by V' = {PP,,, O;;» O,,,} the set of all the
operations to be performed, u,,,= {P/;,,} the part input
operation, and y,,, = {PO,,,} the part output operation.
The set of the resources is denoted by R={L,,,, M1}. From
a systems theory perspective, we define two sets of logical
variables in negative logic with the same name as those in
V and R, superscripted respectively by ¢ and s, where ¢
signifies the completion of an operation or resource release,
and s represents start of an operation or resource release
(logical values 1 for false, 0 for true in negative logic).

By applying a set of if-then-else rules, the task
sequencing combining with resource requirements can be
described as follows:

if (PIf;; =0) then (PI;,;=0) else (PL, =1)

if (PRj,=0andL{,,=0) then (g, =0) else (g, =1)

if (@, =0and M1°=0) then (0, =0) else (&, =1)

if (0f,=0) then (PO, =0and MI°=0) else

(PG}, =1and MV’ =1). 1)

As one can see, PR, &), O, PO}}, are equal to 1
or 0, depending on the completion condition of the
precedent process(es). These contain the information
needed for sequencing tasks, and controller state variables
can be introduced as

x1= Py, x2=PR}, x=0f, x=0; . ()

The controller sets the corresponding c¢ variable to zero
immediately after a condition x= 1 (i=1-4) occurs. By
using the symbols "e" and "+" with the meaning of logical
"and" and "or" in negative logic and combining the task
sequencing and the resource requirements, the controller
State equation can easily be written as

%] fo o 0][pps,] [0 0 1

Xy | _ 1 0 0 X ¢ 1 L 7e 0 i ¢ 0 . c
x|7]0 1 0 Qlcll ol L+ | M+ gl Py (3)
X4 0 0 1| O 0 0 0

The matrix form of the rules for starting task
operation and starting resource release is expressed by
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The rule-based controller structure for equations (3) to
(6) is shown in Fig. 6 and consists of the following
equations [12]:
¢ Controller state equation:

= ¢ c c
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. 2 -—
e Task start equation: Vi1 =S, X, ®)
; o =S x
¢ Resource release equation:  "Zin = 9L Xy
5 —
v =S “Xp1 &)
¢ Output equation: Y1 =S,y %, (10)
MRP
| Droe dnte ife.
l;a;; :;.li;\:uhhon hedule/Capa cl;y An .lyﬂ'l:}’erformaaa indices
3
v, Dispatching rules f
| outor control loops | g
x Controller stats monitoring logic :
I X= BVt Foy™ 4 P+ F o+ Fosiot gy, [
H A |
! Task start logic - :
{ V=S,x - |
l Resource release logic :
! r=Sux, non-shared resource release aq. i
) r"'-’ l';l o, shared resource release eq. nd :
: o (nonlinear) :
) | Final product logic r— |
\ = 1
i S 3 ] loops)
Plant
Parts in Parts Parts present
P T =T ¥
Start tasks asks Tasks completed Plant
v V=T v o Status
Start resource
Plant release Resources Resources released
Commands e F=Tuf ~ o
Output > ucts Products output Parts
y Fua=T,7 Pue dispatching

Fig. 6 The rule-based FMS controller for a manufacturing
system with production control integration.

Here, x,, is the controller state vector for part type P1,
vii(Wn) is the task completion (start) vector, rf};, and
na (i and ry,) are the resource completion (release)
vectors, u),, and y,,, are the input and output vectors
respectively. As one can see later, one part type might
have to go through different operation processes. This
means that the controller state vector x, » =1, 2,..., can
contain sub-vectors for different workcells. For clarity, Xy
(the controller state vector of part type i) is now defined as
the controller state vector of the machine unit, and denoted
by x,,.

In this formulation, F,,|, is called the task sequencing
matrix, /;,,, and F, w1 are called the resource requirement



matrices, and F,|,, the input matrix. S, is called the task
start matrix, S;,,, and S,,,, are called the resource release
matrices, and Sym is called the output matrix. From the
controller state equation (7), it is important to mention that
F,,, corresponds to Steward's precedence (sequencing)
matrix [14] and F;,,,, F,,,, are equivalent to Kusiak's
resource requirements matrices [8].

These developments show how to obtain a matrix
description of the single-machine-single-part-type (SMSP)
case using a step-by-step design procedure. For SMSP
there are no choice tasks or shared resources. The SMSP
case forms the basic element of every manufacturing
system structure. From the SMSP structure representation,
one can construct different controllers for different specific
manufacturing systems as revealed below.
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Fig. 7a The simplified representation of the SMMP case.

Fig. 7b The Petri net corresponding to the SMMP case.

312 Thesingle machine multiple part case (SMMP):

The SMMP structure can be described as several
similar yet separated processing paths through the same
machine by applying the SMSP representation as the basic
block structure. Using the Fig. 7a&7b to illustrate the
multiple processes through the same machine, i.e. M1, the
controller state equation and the matrices for starting task
and resource release can be defined as the block structure
for the two parts case shown as follows:
» Controller state equation:

—x =| %P i[xnm]=|:ﬂm 0 ] Yin +[Fuu 0 ] rin +

=5 ['x}ﬂ} Xm211 0 Faul [+, 0 Fau] |,

|:FMlIl 0 ]-r,f,,+[F;"” 0 }.‘:"m}_,,l:ch 0 ],[“cm]
0 Fuau 0 Foul [mu 0 Feau [Hean

A
=Ev + Firi + Fyyrin + Fu+ Foug, (11)
where X, is the augmented controller state vector for both

part types.
¢ Task start equation:

V= "I:H =[Svm 0 ] ¥l iS,xp (12)
Vi 0 Soul{*n
o Non-shared resource release equation:
(o | [Sn O ] o l2s (13)
" [rZZII] [ 0 S| [xa )

where " is the non-shared resource release vector and S;
is the resource release matrix.
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o Shared resource release equation (nonlinear):

s _

M1 = X4 Xg 14

where r37, is the shared-resource release vector.
. X
¢ Output equation: y= [Sylll Sy ] ‘ [xp;] =8,%,. (15)
I4

By employing the representation of block matrix structure
shown above, different specific manufacturing systems, e.g.
the  multiple-machine-multiple-part (MMMP) case
discussed later, can be directly constructed.

When a single machine can be used for processing
‘multiple part types, an external shared-resource input is
necessary to resolve the conflict arising due to the
possibility of the presence of several parts simultaneously.
Therefore, we introduce u,. the conflict resolution input in
the rule-based controller structure as shown in Fig. 7b [6].
The resources are now classified into non-shared (e.g., L,
& L,,,) and shared (e.g., M1) resources. The u, command
is selected using the dispatching rules based on selected
performance indices or policies (see the dispatching loop in
Fig. 6).

It is worth mentioning that in the shared resource case,
the only difference in the controller equations is the
nonlinear form of the shared-resource release equation.
For instance, in equation (14) the shared-resource release

. s . e .
vector for Fig. 7b is ry = x, - Xg, i.e. ry; = x, .or. x;. This
shows the potential conflict arising from simultaneous

requests to perform operations O,,, and O,,, on the same
machine M1, To solve such conflict arising from sharing

the same resource, the outer loop term Fou,. as required by
equation (11) to obtain the controller state equation is
introduced, where u =[uyy,, U7 is the conflict
resolution input of the example of Fig. 7b (see Fig. 6).

A deadlock analysis can be performed after the rule-

based controller has been designed as shown by the next
result.

Theorem 1: One can avoid deadlock by either:

1) adding more resources to the shared resource pool M1

2) adjusting the number of pallets (i.e. limiting the number
of P1 and P2)

3) modifying the antecedents of the synchronization rules
(i.e. the structure of matrices F, ., Fipi1)

4) appropriate selection of ..

The proof, including the qualitative and quantitative
discussion, can be found in [12]. L

By applying Theorem 1 we can obtain a conflict-free
manufacturing system, i.e. decision-free, and then the
max/plus representation [2] can be computed from the
linear controller equations [12]. Once the rule-based
controller equations are rewritten in max/plus terms, a
workcell performance analysis can be efficiently carried out.

A Sum &
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Fig. 8 The representation of the MMSP case.




3.2. The Manufacturing System Design

4) 321 Themultiple machine single partcase MMSP):
When a single part type goes through multiple

machines, two basic flow structures can be constructed.
One of these structures is the flow-line structure shown in

5) Fig. 8. The second structure is the route-selection or
choice structure as illustrated in Fig. 3. The next

re discussion shows important properties of these two basic

8 structures for manufacturing system design.

se

Flow-line structure: When a single part goes through
a series of machines, the operation sequencing matrix S,
needs to be introduced to connect consecutive processes.
The S, matrix is a reusable module and is responsible for
connecting every two consecutive machine units in the
order in which the parts visit the machines as Fig. 8 shows.
By only changing S,, a new system can be obtained [6].
Define S, ., as the closed-loop sequencing matrix.

Then the interconnection of the consecutive machine units
can be described by
Si( Jk—im) = F;JiImSuiImS yijk

where i(jk—/m) stands for part type i processed by machine
J the k-th time proceeding to machine / for the m-th time.

Here, by using information on which input parts are
needed for which tasks, the part input vector u is defined as
a vector with elements corresponding to all the parts that
enter as raw materials into the workcell. u,,, stands for the
input vector of part i processed by machine / the m-th time,
F i 1s the part input matrix with respect to u,,,. InF, .
all elements are 0, except for 1's included in positions (i, /)
if entering part / is a needed for task ;. S,.m denotes the
operation sequencing matrix in which all elements are 0,
except for 1's representing part i will be processed by
machine / the m-th time. The S, matrix shows the
condition of connecting two consecutive machines. In a
flow line structure, the S, matrix always equals 1 for two
consecutive machines. This means that the next machine
for processing part i the m-th time will always be machine
I From the information on which products result from
which tasks, we define the product output vector y as a
vector with elements corresponding to all the finished
products. Yy 1s the product output vector with the meaning
of the output of part i processed by machine j the k-th time.
By using the closed-loop sequencing matrix Siosimy S
defined, the general formation of connection of two
Consecutive machines can be obtained [6].

Route- selection structure:  For the route selection
Case, i.e. with alternate routings, there may be a need for
selecting the next machine where the operation of the part
takes place (see Fig. 3). When there is route selection, a
route decision input u, needs to be introduced to resolve
Such route choosing problems. With the input of up, only
one route can be activated to produce the final product.

Denote Siik1my the choice-operation sequencing vector,
th.CH the interconnection of the consecutive machine units
With alternate routings can be described by
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Sigkm) = [Suik Suitm]T,

where i(jk,/m) denotes that part type i in the current
machine can be processed next either by machine j the k-th
time or by machine / the m-th time. For the alternate
routings, there are multiple 1s in the same column of the
choice-operation sequencing vector. Using matrix notation,
the representation of the input matrix with respect to U, can
be obtained by the following simple transformation

[x, xq]T =T] (g Upitm] > T N
[t i =P (pie Upiml” = [Upyi Upiml"- (16)
where / is the identity matrix, and [x, xq]T denotes the
vector containing transitions with choice tasks. [u,, u, ]
denotes the input vector and [up,, ug,,]T is the route
decision input vector. Since [up; 'uR,.,m]T=[u,jk u;,lT, the
route-selection input matrix F, with respect to the route
decision input u,, can be represented by the input matrix F,

This interpretation shows that Fp = [Fgy Fry,] is the
same as F, = [F,, F,,.17 [6]. It is very interesting to
mention that when there exists only one 1 in S, the

choice-task sequencing vector, the structure becomes the
flow line structure.

Q1
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Fig. 9 The representation of the MMMP case.

3.2.2. The multiple-machine-multiple-part case
(MMMP):
A multiple-machine-multiple-part type structure

(MMMP) that describes a general manufacturing system
can now be obtained by combining all the basic cases just
mentioned (e.g. see Fig. 9). The MMMP job-shop design
problem contains both shared resource and task choice
problems which need external decision inputs to resolve
resource conflict and route selection. With the use of a
block matrix structure, one can combine the basic cases to
obtain a matrix description of a general manufacturing
system.

3.2.3. Petri Net from matrix controller equations
" An important property of the matrix formation is
illustrated by the next result, which shows that a PN
description can be directly obtained from it. This provides
the first repeatable design algorithm for Petri nets the
authors are aware of.

Define F =[F,, F, ] the task sequencing matrix, where
the blocks F,,, F,_ correspond to non-choice and choice-
tasks; = [F, F, ] the resource requirement matrix, where
the blocks F,, F, correspond to non-shared and shared-
resources respectively. In the SMSP case above, one can

seethat 7, € F, and F},,, F,,,,€F,,



Define the task start matrix, where the blocks S, S,
correspond to non-choice and choice-tasks; the resource
release matrix, where the blocks S, S, correspond to non-
shared and shared-resources, respectively. As one can see

in'the SMSP case, S, €S,,and S, |, S,,,,€S,..

Theorem 2: The rule-based FMS controller with incid-

ence matrices W= F = [Fv Fy] and w+ =5T = [STST] is
equivalent to a Petri Net. Proof is shown in [12]. u

4. Integration with an MRP System

The flexibility of a manufacturing system is related to
the ability of the manufacturing company to produce
different products in the most efficient way; the efficiency
of a manufacturing system relies on the effective planning
and control of day-to-day operations. Of critical importance
is the scheduling of production operations and the control
of planned activities [16]. On-time delivery of products
and customer satisfaction are the goals that every company
strives for.

The scheduling of a manufacturing system can be split
into four different levels as shown in Fig. 1. The first level
of the system is considered to be the highest level of
decision making; the overall schedule of the organization,
or static schedule, known as Production Plan (PP) is
developed through information provided by the marketing
department forecasts and upper management plans [1,3,9].
A midterm schedule known as the Master Production
Schedule (MPS) is formed after the production plan has
been established. Next, a tentative shipping/purchasing
schedule of material is acquired using scheduling tools
such as Material Requirements Planning (MRP). The third
level selects the decision-making dispatching rule for the
system based on internal and external factors and
performance measures. In the fourth level, a given
dispatching rule is executed on the shop floor until further
notice. Schedulers have been using many different rules in
order to reach a suboptimal schedule which is implement-
able by the company [8,11].

4.1. MRP Calculations

MRP is a computational technique that converts the
MPS into a detailed schedule for raw materials and
components used in the end products. Using the order
releases generated by the MRP system, the FMS controller
can be integrated with upper levels of the manufacturing
system. - Parts are loaded into the FMS workcell based on
minimizing the difference between the actual products
produced and the scheduled orders released.” This control
concept is also used to dispatch parts to machmes within
the workcell whenever necessary.

The well-known MRP algorithm is given as follows
(see, for example, [1,3]). The formulas give the schedule
of material required at each level of the BOM and
incorporate the backtracking used in MRP: ’

Define the planning horizonas t = 1, 2, ...,
part type or product.

T; i is the

Let W,,=x,,, + 0,,- U, , where: 1) x,, is the Final
Inventory of penod t, 2) Q,, is the Scheduled Order receipt
of period 1, 3) U, is the Gross Requirement of period ¢,
W,
Viu=—W,,

X, = ( where ()" denotes positive part,

where  y, = Net Requirement; (-)~
denotes negative part,
it =it

Z,-_,_,1 =Y+, where: 1) L; is the Lead Time of part i, 2) is

the Scheduled Order Release of period ¢,

Uie= 3 Z,,%Xb,+d;;, where: 1) b, is the (ik)

all,
k
element of the BOM matrix, 2) d
Demand (if any).

4.2. FMS Dispatching Rules

There exist a wide variety of dispatching rules that can
be classified in many different ways [10,11]. A convenient
classification for our purposes is buffer-based dispatching
rules and part/machine-based dispatching rules. In the
latter case, dispatching is performed according to a part or
machine attribute. For example, SI (shortest imminent
operation time) dispatches based on T, the processing time
of part i in machine j. Buffer-based dispatching rules
assign priorities according to an attribute related to the
buffers or queues of the machine. For example, LBFS (last
buffer-first served) gives higher priority to those parts that
are visiting the machine for the last time (i.e., they are in
the last buffer of the machine).

In our controller formulation, dispatching rules are
utilized to resolve two types of conflicts. The first type of
conflict is scheduling, when a conflict resolution input u,, is
needed to select one task among many tasks that
simultaneously request the same resource. The second type
of conflict is routing, when a conflict resolution input uy is
needed to select one machine (next step in the route)
among many alternative routes that a part may follow.

Table 4.1. Common FMS Dispatching Rules

., is the Independent

Buffer | Part/Machine
Routing Scheduling Routing Scheduling
FBFS (First | LBFS (Last | SI (Shortest | SR (Shortest
Buffer First Buffer First Imminent Remaining
Served) Served) time) time)
SNQ SRC (Short- | LI (Largest LR (Largest
(Shortest Non- | est Remaining | Imminent Remaining
full Queue) Capacity) time) time)
Random Random FIFO First | FIFO (First
' In First Out) | In First Out)
' EDD (Earli-
est Due Date)

. the flow of parts (see Fig. 4).

It is interesting to note that the routing and scheduling
problems are dual. Duality in this case is observed by
interchanging the role of parts and machines and reversing
In addition, we can form
pairs of dual dispatching rules if the attributes they are
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based on are similar but one rule is used for scheduling.

whereas its dual is used for routing purposes. Table 4.1
contains the most common dispatching rules used in
practice classified according to buffer or part/machine and
showing some dualities. Not all dispatching rules have
dual counterparts. For instance, EDD (earliest due date) is
usually applied in scheduling problems but does not have a
dual for routing purposes. This tends to happen when the
attribute of the rule (e.g. due date) depends on the part but
not on the machine.

4.3. Hierarchical Scheduling System (HSS)

To manage manufacturing systems, dispatching rules
will assist the schedulers in making a specific conflict
resolution decision. Our formulation reveals a hierarchical
scheduling system to have the four-loop manufacturing
production system structure shown in Fig. 10. We will
refer to these four loops as part loading, router, dispatcher
and decision-free loop.

Performance,

indices o
Loop 2 ‘
oﬁ Router -
- machine selection -l
Dispatcher
1
(conflict éﬁ_
Loop 3 ue — resolution) o3
Decis_ion-free
Loop 4 (machine pools)|
M )
System

>

Fig. 10 A four-loop hierarchical scheduling structure.

status

Based on the production planning information
produced by the MRP system, a dynamic part loading rule
is used to select the part type to load into the shop floor
from the warchouse. After parts are loaded into the
manufacturing workcell, the router containing the part
routing information is responsible for dispatching parts to
machines at the second loop of the hierarchy. It is worth
mentioning that the router information is contained exactly
in the operation sequencing matrix, S,. A new route is
obtained after changing the S, matrix, or equivalently, by
changing the route information of the router. In the
alternate routings problem, the route decision input, or u,
vector, solves such task choice situations by selecting only
one of the choice requests made. The third loop is the
dispatcher where a dispatching decision input u, is made
for resolving the shared-resource problem. After conflicts
have been resolved, a decision-free system is gained and
products are directly processed on specific machine pools.

4.4. Integration of the FMS Controller with a
Production Planning System

Two problems arise in the integration of the proposed
FMS controller with an MRP system (see Fig. 1). They

will be referred to as the part loading problem and the part
dispatching problem. Kimemia and Gershwin (1983) and
Gershwin (1994) presented a control-theoretic approach for
solving these two problems. Our approach is based on
theirs, but we are interested in integrating the loading and
dispatching rules with the FMS controller formulation
presented in this paper. This integration actually closes the
loop between the MRP system at a higher level in the
manufacturing planning and control system and the
controller used in the shop floor. We assume that the
production quantities have been determined based on an
algorithm that takes into account production capacities and
demands, such as Gershwin's LP method [5].

4.4.1. Part loading

A part loading rule can be developed to attempt to
minimize the difference between the scheduled order
releases and the quantities actually released to the FMS
cell. For this purpose define the discrete function of time

Rf,N = final total number of parts type / started
(loaded) in cell j during time period ¢, and define

-1
T = [Z (Z - PRY+Z, T

as the target number of parts type i that should be released
to cell j up to period ¢t. Our loading rule at any point of
time during time period ¢ is to load part i into cell j if

i =arg max{[T; - BN (6)]'};

e (t-1,f) (19)

where the variable B(8) is a continuous function of time
and denotes the cumulative number of parts type i/ loaded in
cell j at any point of time 0 during period ¢. The relation

between P and P (6) is that at 6=1, 21, 3t, ... we make
PN =PR™(0) and PMN(6)=0 (i.e., we restart at
Zero every ! time units).

The time index f usually is measured in weeks and
corresponds to the time units used by the MRP system.

4.4.2, Part dispatching

Once parts are loaded into the FMS cell, dispatching
rules are invoked for conflict resolution. We can derive an
additional dispatching rule based on information taken
from the MRP system. In this case the rule will attempt to
minimize the difference between the parts produced and
the parts that were planned to be completed based on MRP
information, as given by the scheduled order receipts.

Define the discrete function of time
PRUT = final total number of parts type i produced by

cell j during period ¢, and define also
-1
T =1Z Q= F") + Q1"
as the target number of parts type / that should be produced
in cellj up to period . Then at any point of time 6€ (¢-1,1)
when there is a conflict within the cell; we can choose to
give higher priority to part type i if
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i=arg max{{T;"T - BPUT(O)]*};

In this case, at = ¢, 2¢, 3¢, ..., we make

BT=PCUT(6) and  PPVT(6) =0,

it

Be (--1,5) (20)

where PPUT

(8) is a continuous function of time and

denotes the cumulative number of parts type i completed in
cellj at any point of time 6 during period ¢.

Obviously, this dispatching rule can be used in
conjunction with some of the other dispatching rules
presented before.

4.4.3. Part tracking

The quantitative variables E}N(e) and }3.}9‘”(9) can

be related to the binary representation of the FMS
controller, thus we now define an increment function as

INC: R* xB— N, = N u{0},
- py—<X+1 ifb=true
INC("J’)-{i, if = false:

@1-1)

Thus, BN(t)= INC(R™ (1), Pin;)

and  FPUT(1) =INC(BPY (1), Pout,), (21-2)

where Pin; and Pout; are logical variables from the FMS
controller description.

This permits the integration of upper production
control systems (e.g. MRP) with the controller design
structure. Such a function transfers the binary representa-
tion in the controller design to a numerical domain in order
to monitor the number of parts loaded to the workcell as
well as completed in a cell.

5. Conclusions

In this paper we first studied some basic manufactur-
ing structures, providing matrix formulations for their
description. Included were the Single-Machine-Single-Part-
Type (SMSP), the Single-Machine-Multiple-Part-Type
(SMMP), and the Multiple-Machine-Single-Part-Type
(MMSP) structures. It was indicated how to combine these
into the Multiple-Machine-Multiple-Part-Type (MMMP)
system using an operation sequencing matrix S,
Depending on the properties of S, the resulting structure
was either a reentrant flow or a job-shop with alternate
routings. The external decision inputs u. and wug are
introduced respectively to deal with shared resources and
route selection. These two problems were treated as dual
problems thus dispatching rules can be used to solve both.

We also presented the integration of the FMS
controller with an MRP system at a higher level in the
manufacturing planning. This provides numerical
computation in controlling part inputs and capacity
analysis. Based upon the part loading and dispatching
rules, parts were selected to match the scheduled demands.
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