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ABSTRACT
In this paper an adaptive controller based on model matching problem for a specific dass of

nonlinear systems, is developed.
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1. THE ADAPTIVE CONTROLLER.

We shall be concerned with the adaptive control of nonlinear systems of the form:
y(t) + Y eyt — )+ > aiyt — Dyt —F) 4+ D aq, Yt — i)yt — i) =

= Z biu(t — 1) (1.1)

We define the operator §; = §; as follows:

Oim {y(@)} = 63, 053655 .. 0i, {y(O)} = y(t —in)y(t —d2)...9(t — im) (1.2)

where a multindex 1 = i,, of order m is an element (i;,%s,...,%,,) of the set Z™ = [,,. We write

the above equation (1.1) in an algebraic fashion as in [3]: A(8)y(t) = B(8)u(t) where

m

k
AB)Y =" wh . BB = > ad;

. n=1iel, n=11eJ,

and I, , J; finite sets of integers.

The design philosophy of the adaptive controller relies on the model reference approach [1].
The controller is specified by the equation: R(3)u(t) = T(8)u.(t) — S(3)y(t) where R, S5, T are
é-polynomials and wu.() is the input signal to a desired system. We shall assume that the desired
system is linear: Ay(8)y(t) = By(d)u.(f) The controller aims to reconfigure the plant so that it

matches the above desired model.
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Let us assume that the unknown systems parameters are the coefficients of A(9) and B()
collected in the vector fy. Then it is easy to see that it takes the linear regression form: y(t) =

9T (t — 1)8 where the regressor vector has the form:

Wt-1)=[Y(-1), U-1)]

Once an estimate of the nominal parameters is available the corresponding control polynomials
R(t), S(t),T(t) are determined from a suitable nonlinear Diophantin equation. To define these
equations we need the concept of the star product [3]. Given two series(polynomials} their star

product is the §-series:(8-polynomial)

C)=A@Y*BE) =Y > > axbjbs-bj, ek (1.3)

m=1 ke, je(u, ;)™

where ] == (jlajz, - -«‘jm) = {Unfn)m = Unln X Un_[n Home X Unlrn m-times. Furthermore the
p{)intWiSC S j '_9 Z_ri 1s defined as fC*].].O“’S: Let J = {jl’qu P .,j'rﬁ’l) e lkl X [kg o wps K [km G
Zkitketkm e extend G

1 A - - . . . . . i . ad)
to the vector: ¢, = (41,...381,82, 00122, cslmy.eryim) and we set: 7Bty =7 + 2y
= i i Nt s ——— =
kytimes katimes ko times

It is easy now to show that if the controller is connected to the plant by feedback, it will match
the desired plant if the following equations hold:

R+«A4+B+5=A,; BxT = By Since B and B, are linear, T is linear as well. We decompose A
into its linear and nonlinear part, ie: A = A;+ A,; and A; = Zieh a;d;. Likewise let S; and 5, be
the linear and nonlinear parts of 5. Then the initial equation is equivalent to: R+ A+ Bx*5 = Ay,
R+ A, +B*5,,=0

Suppose now that the following assumptions hold for the nominal plant:

Assumption 1.1:

1. m(A),m(B),d(A),d{A;},d(B) are known.

1. The degrees of polynomials A and B are known.

3. ged(A;, B)| Ay, B|By., d(An) > d(B).

Then the following indirect adaptive algorithm applies.

Adaptive Controller 1.2:
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STEP 1: We estimate the unknown parameters:

T , P(t —2)p(t - 1) W
9 =00~ D+ o prar s app o v o =00k ~ 1) (14
P(t — Do) (1)P(t — 1)

P(t)y=P(t-1) - 1+ T (t)P(t — 1)o(t)

with P(0) = €l,e > 0 and

07(t) = (a1 (t), —az(t), ..., B 3 T ERINEE (1 1Y ) N b.(t)] (1.6)

STEP 2: We first factorize A, ie. A, = L * A, Using the previous results we calculate

. \
polynomials R, S, from

R * 11 + §{ * B = Ay
where A;, B are the estimated polynomials at time instant ¢. let ' = gcd(B,L), B= G+« E and
[ =G+ L. We further compute
]_:)’ * ‘5*.7” = —G* R* ]E, *Hm

Note that for proper initial conditions we have A,; = L * A, for each estimation. Controller is

determined by the expression:
Bx Ru = Byu.— B * 5',;},' — B« ‘SA',,L;y (1.7)

STEP 3: We determine the input using the previous feedback formula.
STEP 4: GOTO STEP 1.

The next theorem describes the behaviour of the algorithm:

Theorem 1.3: Consider the system (1.1) and the desired system

fl,_ff/"(!) = B,iu,f(t) (18)

Suppose the following assumptions hold:
(1) The polynomials A,, By, B are stable and assumptions 1.1 hold.
(i) We can find a feedback connection of (1.1) of the form Ru = Tu, — Sy such that R~ is !
stable. (Its roots are inside the unit circle).
Then the algorithm 1.2 converges, in the sense that:

(i) {u(t)}, {y(t)} are bounded.




e

is

(i1) Ny —oo[y(t) — y™(2)] = 0.
Theorem 1.4: Under the assumptions of theorem 1.3, the linear part of S5 converges to the

polynomial Ay, in the sense that:
|Aqy(t) — B * Siy™(t)] — 0 (1.9)

where y*(t) the output sequence of the desired system:
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