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Abstract. The aim of this paper is to introduce a de-
sirn procedure for the synthesis of supervisors for discrete
event systems { DES). The processes taking place in a DES
are modeled throush temporal logie lormulas, which con-
sicder an initial state, a triggering event and & labeling
finction. For the development of the synthesis procedure
a cormnposition rule of two discrete event svstems described
as Lwo sets of formulas is dedueed. f_:frl'l:i'!ﬂt':l"ttlg i ;'}]'r'_'.ﬂ‘.
mocdel and the specification formulas for the closed loop
systems, a procedore and algorithm for designing the su-
Prviser 15 givan, I i= shown thas the above r,|~.g:|’.;|||:;||t; is
eqiivalent Lo DES verilication. Some examples illustrate
the validily of the supervisor synthesis approach,
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1 Introduction
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analvsis and synthesis of discrete event systems {DES)
hovie recently recoived a greal deal of attention from the

research community (Denham 1988, Inan and Varaiyva

1938; Lin and lonescu 19%91a; Hamadee and Wonham

1987; Wonham 1988) activating in control, comnunics

tions, computers and other felds. A set of approacis

have been considered as a source for the development of
abstract madels and for the investigation of system prop
erties, Among them one can mention the approsches are
inated from abstract automata theory, Petrl nets, boolean
algebra, temporal logie | ete

Tempaoral logic is a fu-

malism that has been proposed in computer zcience by

Manna, Pnueli (10583}, and others (Clarke ef al, 1985

Galton, 1927, Manna and Welper, 1984; Pnueli, 1931},

for software verification, particulacly [or the analyvsis and.

synthesis of concurrent programs, aoperating systems, and
distribuied systems, Recently, it has besn applied into the
control problems of DESs by Fusacka et al (1983), This
tle and Wonharm (1986), Lin and loneseu {1980, 1081h)

and so on, Real time systems have been specified in a veal

Lirne Lempaoral logic framework by Ostroff [1983),

However, there iz little mention about a procedure
through which having given a DES and a set of specifica-
tions one can obtain the set of rules deseribing a superyis

sor {controller} such that the specifications are fulfilled,

The motivation behind this paper is from the need ofa
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theoretically sound procedure threugh which, given a sys
tem described by a set of temporal logic formulas and its
specifications one can determine another set of temporal
Ingic formulas such that the closed loop system, obtained
by combining the above two sets of formulas, satisfies the
specifications,

This paper 1s organized as follows. The following see-
tion defines a temporal logic model (TLAM) built as a set
of temporal logic formulas,

In Section 3, reachability analysis of the TLM is car-
tied out and a TLM is formulated as a E—algebra. A
method for TLM composition is then developed, This
wll lead naturally in Section 4 to a synchesis procedure
for o supervisar which is proven equivalent to the verifi-
ation of discrete event svstems.[n Section 5, an example,
mteerning & eormmunication protocs! 8 shown, Finally,

wnelusions are given
2 Discrete Event Dynamical Be-

havior
Models

and Temporal Logic

Bynamical behavior of DES consists of the tracing of
palirrences of evenls as related to the system evalution,
wlich ar ats Lurn sets conditions for future events,

[ aeder tor deseribe the dynamical behavior of DES, an
st structure is defined as follows: An event structure
iefined by a 3-tuple V = (5, E, f) where 8 is the set of
dhiles: E is the sel of events, each event can be viewed as
Llpnsition from a state to another state; [ is 2 mapping

im E % S into S such that ¥s € B.%e € E,, fle,s) is

defined, where E, is the set of events which are {ired in
the state s

Now it is obvious that for any = € 5, there is an event
e £ F, miven by &' = f(e, &), if and only if e is enabled.

An oceurrence of a transition in a2 DES must be de-
scribed by a set of conditions which have to be true, in
some time interval, in order for an action to take place
in the system. Thus, a possible model for describing the
dynamics of DES, can be built using temporal logic for-
miulas.

Temporal logic is an extension of the ordinary logic to
inelude the notion of time, providing five modal operators:
O (henceforth), € (eventually), O (next), ¥ (until] and
P iprecedes). Applying the above temporal operators on
formulae, leads o new formulae. The rules of combin-
ing them in temporal logical formulae can be found for
example in Oscroff{ 1938 or Galion (1037,

Let, therefore, F' be a set of logie formulae, and let
F* denote the subsets of F. Then the following is the
definition of a temporal logie model for DES.

A temporal logic model {TLM) is a 3-tuple M =
(V.F*, 50,0) where V = [5,E, f) is an event structure;
F* is the set of all subsets of F; sy is an initiz] state; and
[:Ex5 — F" iz alabelling function, assoctating to every
pair (e, 5] the set of formulae that hold in (e, s).

With the labelling function {, a temporal logic model
15 described by a seb of formulas. A generic dynamical

formula {e. s} has the following form:

Of=erxr=R={Dx)=4

which is related to the transition f by s = =, and &' =



o PRI (LR o
Ji8. 8] = [T,

The formulae are evaivated with respect to an interpre-
tation. Thus, one can affirm that a state formula is any
well-formed first order logic formula constructed over the
varianbles and propositions, which can be evaluated over a
single state to yield a truth value, and temporal formula
is a formula construeted from state formulae to which one
applies temporal operalors.

From these observation one obtains that a DES can be
represented by one or many TLMs,

A state of a TLM would then be given by:
{i-".-"l-_'_,il.'\-,"::‘:,' = ;D]l ) |.-ﬂ'|i,{_:|£:_.‘.!'_'|?:|:,' = I; = P\I}}

where P s oa value of state x, & is the dirension of the
state, wy, e, e0, e are all the components of the state,

and — is the logical negation.

3 Reachability and Composabil-
ity Properties of TLM

As mentioned before a DES evolution is triggered by
firing an event ¢ € £, in a state s and a new state 5° will
oereur. That s to say Lhat, & is immediately reachable
from = U means that one can i.|‘|mJe:lr_|i;'.L.|;;|1." el To stale 5'
lrom state s The state s* will be the starting peint for a
new evolution (root) f another event ¢ € E,, will be fired,
and so on. In this way the sct of states reachable from g
s the set B{M, sy) defined by the lollowing implication:
Ifs e RIM,sy) and 3" = fle, s) for some ¢ £ E,, then

' e BRiM, 20) where sy € HIM, 5] .

The same remerk from above can be used Lo extend

the next-state function to map a state and a sequence of
events into a new state,
Based on the above, one can interpret a seguence

of evenls ejeg---gg, and state s the state 3 =
flejen o ep, 5) as the result of firing first e;, then e,

and so on, until e is fred.

The sequence of reachable states allow now to describe
Lhe state trajectory of any DEDS. This trajectory can
be expressed as transition graph {Lin and lonescu 1993).
There is a straightlorward relationship between the reach-
ability of states and the validity of formulas in a TLM.
For a given TLM, the reachability of states is equivalent
Loy the wvalidity of the corresponding dynamical formulas.
The staternent above is based on 2" being reachable from
s il and only if {{e, 5), belongs to F* and on the definition
of validity,

A composition mechanism will be introduced based on
homomorphism compesition in abstract algebra.  The
structure ol the above homomorphism will 1imitate the
E— homomorphism of & Z-algebra developed by Henessy
(19883, It will be ealled a ¥— homomorphism of TLMs,

Considering, alter Henessy A a set, called the carrier,
¥ oa gel of formal functional symbals, 4 2 set of func
tions {fa, F £ E} such that if arity(f] = n { then f4
is a function from A™ — A | then using the definition
of a E—algebra, and the relation defining the dynamical
formula e, 5) (Section 2) the following result s obvious,

A TLM is a X—algebra ({5, E,F}, {f, [, 50}) with the
earrier {8, E,F"}, the binary operations f: Ex § — §,

and{: Ex8 — F*, and the nullacy operation sy € S.(Lin

and |
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Considering now two TLMs M = [{S.E,F }. {f.L.su})
and M' = ({8, E,F* }.{/, V., sp}} a E=homomorphism
from M to MY is then given by a three functions: g: E —
Bk : P~ — F*, and h : 8 — 5' such that
hlsg) = 55, and for all e € E, I'({gle), his)) = k(l{e, 5})
and f'{g(e), h(s)) = h{f(e, 53],

Then, for a given E— homomorphism of TLMs
Nk, ) M — M t = fles) in M, it follows that
ity = f{gfe), h(s)) in M ift= fle,s}in M .

It is now clear that if s is a reachable state of M, then
hie) is a reachable state of M.

The composition operation of two or more DES, in
terms of two TLMs viewed as ¥ —algebras, can be then
introruced:

For two TLMs A and A defined as above the com-

peition of M and MY, denoted by MM, is the concur-

ont operation of M oand M n which selected events, ey
eg B and #° £ E, are svochronized and form a syochro-

e event pair (e, e’} such that, for all s € Sand 8" € 8,

fife.e’], s def fle,s) and ffi{e,e'), s ue e’ 5", and
Weet), ) = Le, s) and U{(e, &), s") =

Using the definition of projections of homomorphisms
adl thal of a h_r'-n;mn{||';Jl||:1't'[| one obtains a resuls which
relates the reachabilivy of states in the composite syslem
and its components A state s in M = M|| M is reachable
fand ooly if both W(s) is reachable in AT apd (s} is
rachable in M7 hold, whees (8, %) and ($f 0" are the
gojections from M = M| M to M and M respectively,
g P 55 T:

E—E &:5—~5,and ¥: E—

With these, a procedure for construeting a set of rules
which will eorrect a miven DES behavior upon some spec-

ified satisfactory behavior can be derived.

Let M denaote the TLM of the given DES and M, de-
note the TLM of the supervisory DES. The two systems
operate concurrently and the control action is achieved
by the svnchronization of the selected events in the su-
pervised DES with the events in the supervisory DES. In
other words, some events of the given DES are prevented
from oecurring unless the state of the supervisory DES

allows the corresponding synchronized event to oceur.

Thus, for a given DES, whose temporal logic model M
is known, a sinthesis procedure for the supervisory DES

is as follows,
A Synthess Procedure for DES:

[i}: Specify the required behavior of the closed-loop

system M by temporal logic formulae;

{1i): Find the set of states which should not be reached
by the closed-loop system according to (i). Denote the set

by fiy;

(2i1): Construct the M, such that

B(M,s0) % R(M..q0) = R(M,s5) x @ =R, (51)

{in) Synchronize the contrelled events in the plant and

in the controller; and compaose the plant M and the con-

troller AT,
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Figura 1: The diagram ol the protocol.

4 An Example

As an application, we consider an example of the
call processing of the packet layer protocol in the packet-
gwitched data communication network., In this system,
two packet layer protocol entities, for instance, transport
end-points, call esch other Lo implement the user services
b exchanzing packet protocol data units (Halza:83), The
call processing can be deseribed by temporal logic models
that specily how events cause changes of states and which
evenl ean ceour al s particolar stale, as shown in Fipure 1

Lot the local wariable = represent the siates of the
protocel entitles. The system has lour states: F0O(x)
wlich rneans that there 15 no connection established (idle):
WCix) which stands for waiting for a call connected
packel: O Rz} which means connection established and
ready for data transfers; ST x) which stands for daa
Lratismissian.

There are six events in the system, At state 0Hz],

there are two events which can oceur: ecnrglz), the con-

Weley, there are two ovents can oceur: ecefm(z), the
connection confirmed; and etmex{z], the call connected

Limer expires. At state CR{x), one evenl can ocour;

edtbgx), the data transmission begins. At state DTz,
one event can occur: edied(r), the data transmission
ends.

The set of formulas of the specifications for the system

are given as follows, Dynamics

Gleenrglz) A L D(z) = WC[Oz)] (7.6.P1)
Olecrsp(z) n ID{z) = DT(Ox)] (7.6.P)
Dlecefm{z) A WC(z) = CR{Oxz)] (7.6.P3)
Oetmex{z) A WC(z) = ID(Oz)] (7.6.P4)

Oledthg(z) A CR(x) = DT(Oz)] {7.6.P5)

Dledted(z) A DT(x) = [D{O)] (7.6.P6)

Initind condilion
ID{x) (7.6.P7)
The simulation result of the uncontrolled system is
shown in Figure 2 and its reachability graph in Figure 3.
Let ECQx y) represent thal z is identical to y. The
required behavior of the two entities sysiem is given as

follows:
DICR(z) = -~EQ(z, v A =CRiy}An—WC(y)] (7.6.CL1)

O|DT () = —EQ(z,y) A ~WT(y)] (7.6.CL2)

Q[WC(z) = ~EQ(x,y) A=CR(y) A=DT{y)] (7.6.CL3)
where — is the negation.

The supervisar developed following the above synthesis
procedure has to block the states shown in Figure 4 from
coourring.

For deseribing the supervisor we use loeal variable sym-

bols p, 4, and r . qis assigned values 1 and 0 representing
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Figure 3: Heachability graph of the uncontrolled system.
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itator,

if an entity iz in state O R or not; p and = are assigned non-
negative integer values representing the number of entilies
which are in state WC or state DT, Let ADD1{n) stand
for that n is increased by 1 and MIN1{n} for that n is
decreased by 1. Then, the specifications of the controller
are as follows,

Dymanics of the Contraller

Oleerrglel & F0Q{g.0) = ADDL[Op) A EQ{g. 0]

D[r_:.!rr.l.c_;;r.!:x:l M= Ep, 0) = 1-1-_'{1.-“\'_1{{:\,"}}” (7.6.C2)

Dlecefm{z)nEQ(p, VAEQ(,0) = EQ(Op.0)AEQ(Og, 1)]
(7.6.C3)

Ofecrspla)n EQlg, IAEQ(r,0) = EQ(C4q, 1)AEQ(Or. 1)]
(7.6.C4)

Cledtbglz)AEQg, 11AEQ(r, 1) = EQ(Oq, 0)AEQ(Or. 2)]
{7.6.C5)

Oledted(z) A ~EQ(r 0} = MINLQr)]  (7.6.C6)

Imitial Condition of the Controller

EQ(p,0) A EQ(q,0) A EQ(r,0) (7.6.C7)
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Figure 5: The simulation result of the controlled SYELEM.

The controller designed above ensures that the closed-
loapr swstem has the required behavior  The simuolation
result of the closed-loop system is given in Figure 5 and
its reachability graph is shown in Figure & [t shows that

Lilere are [wo paths from state Sp to stale 9y and from

slale 5y to stale Sy, respectively.

Conclusions

oy |

This paper has introdiuced a procedure for the S¥TI-
thesis of process supervisors for discrete event SYSLOIS,
A temporal logie model has been defined by an event
structurs for a sel of formolae, an initial state, and a
labelling function. In reachability analysis of the DES, a

relationship between initial and validity has been Tiven,

Figure 6: The reachability graph of the controlled system,

Temporal logic maodels have been viewed as Y—almebras
together with the E—hemomorphisms between them, and
A composition operator has been then defined to provide
a basis for & theory of composition of a number of TLMs.
Conrrol action has been achieved by the composition of 4
controller with the plant. A supervisor symithesis proce
dure has been proposed throush initial properties and im-
posed by synchronization of events in the controller with

the selected events in the plant.
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