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Extended Abstract

Fault detection has by now become an important section of Control theory
and practice. Fault detection methods for various fault categories exist and are

currently supplemented by non-model, knowledge-based and neural network

methods (see for example Naidu et al., 1990, Tzafestas, 1889).
In this paper a model-based two-stage method is presented which is |
capable of performing all the necessary tasks of a fault monitoring system in the

case of additional plant and observation sensor noise. These are: !

- fault detection (alarm) l,
- fault isolation (what has failed)

- fault identification (size of fault)

- system reorganization (resetting of filter and fault monitor parameters ).

Since the optimal operation of the Kalman filter state estimator depends on ‘
the correctness of the system parameters, it is necessary that they are constantly
monitored to check whether they remain in acceptable statistical limits, given their
pre-estimated values. In particular, both the plant and observation sensor noise |
covariance, which enters into the filter calculations, affect the state estimate error
covariance and thus if increased produces suboptimal state estimates, lLe. L
estimates with larger error covariance. Therefore, it is important to have a plant

and an observation sensor noise covariance fault detector, if the optimality of the

Kalman filter is desired under every operating condition.

Furthermore the propesed methodology can be applied to two other
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circumstances as well:

- In the case were the plant and sensor noise covariance is completely
unknown and thus simultaneocus state estimation and plant or sensor noise
covariance identification is needed. In this case, an initial estimate of the noise
covariance is used and subseqguently the fault monitoring scheme “detects” the
correct value.

- In the case where the plant and/or sensor noise covariance is slowly
changing (but slower than the time needed for the fault monitoring scheme to
respond). In this case the proposed methodology can be used to “track” the
covariance value.

Moreover, FDI (Fault Detection and Identification) plays an important part in
the design of autonomous control systems (Zeigler et al., 1891). Indeed a well
designed autonomous control system must incorporate some form of low and high
level fault detection subsystem.

Previous attempts for the solution of this problem have aimed only at the
detection phase of the fault monitoring process: Liu, 1977, has used SPR
(Sequential Probability Ratio) and GLR (Generalised Likelihood Ratio) for sensor
noise degradation detection. Although GLR can, in theory, perform all required
tasks, no practical implementation was presented. Uosaki and Kawagoe, 1988,
propose a backward SPRT (Sequential Probability Ratio Test) for the detection of
the innovations variance change.

In this paper a mixed strateqy for performing the aforementioned tasks is
adopted. Using GLR system modelling, the effect of increased plant and/or sensor
noise covariance on the joint pdf of the Kalman filter innovations is calculated.
Then, operating on sliding windows of innovations data, hypothesis testing on the
innovations variance is used to decide whether a plant or sensor degradation
(fault) has occurred or not. Using sliding windows of data increases the sensitivity
of the detection mechanism. Also, recursive window relations are used for the
calculation of the necessary sample statistics, thus making the whele procedure

suitable for an on-line computerised supervising-diagnostic system. Foliowing a

positive fault decision, the estimated innovations variance is used to calculate the
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new plant and/or sensor noise covariance. Finally, the relevant Kalman filter and
fault monitoring parameters are reinitialised to reflect the latest findings (automatic
system reorganisation).

A simulated multivariable system example is also included to illustrate the

efiectiveness of the methed.
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