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Extended Ahstract

Recently, there has arisen a great deal of interest in the problem of controlling or scehduling
semiconductor manufacturing plants. Such plants are characierized by a “re—entrant” flow, char-
acteristic of both semiconductor manufacturing as well as thin film lines, that differentiates them
in several important ways from both traditional flow shops as well as job shops. Hence machines
are shared by all lots requiring the particular processing operation provided by the machine, even
though they may be at different stages of their manufacturing life.

Typically, the sum of the processing times of the various manufacturing operations required is
of the order of davs. However, the manufacturing lead-time, which also includes the time spent
by the lotz in just waiting for service at machines, is of the order of weeks. This manufactur-
ing lead-time, the time elapsed from the telease of a lot into the plant till its emergence as 2
finished product, is called the “cycle-time” in semiconductor manufacturing parlance. The ratio

Mean cycle—time
Sum of processing times
10, depending both on the type of the fabrication line as well as its loading. The typically large
value of this ratio implies that lots spend mest of their time in the plant simply waiting for service.

[t is obviously of great economic importance to reduce the mean cycle-time. For device pro-
totyping, typically involving several desizn changes, a shorter product development time allows a
quicker response to rapidly changing market needs. For production lines, a smaller manufacturing
lead-time provides an improved ability to satisfy customer requirements. Both enhance economic
competitiveness. Also, for the same lgvel of throughput, a shorter cycle-time tesults in a smaller
work—in—process build up inside the plant. This not only reduces the capital tied up, but also leads
to an uncluttered plant floor. Finally, the Jarger the cvcle-time, the greater is the inventory buffer
that needs to be maintained at the downstream end of the plant. When product designs become
obsolescent, such inventory may lose value.

is called the “actual-to-theoretical ratio,” and may range belween 3 and
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In semiconductor manufacturing, there is also a technological reason for reducing the cycle—
time. The shorter the exposure of wafers to aerial contaminants while waiting for processing, the
smaller is the yield loss.

It is also important to reduce the varienee of the cycle-time. Obviously, a smaller variance of
the cycle-time allows a more accurate prediction of production completion time. This facilitates
improved downstream coordination of further cperations on completed wafers, such as assembly,
etc.

To achieve these two objectives, it is necessary to properly control the manufacturing system.
There are primarily two ways in which such coxntrol is exercised over the plant. First, one can
regulate the entry of new lots into the plant. This is done by the relegze policy, which specifies
when lots are released into the plant. Clearly, the release policy must satisfy some constraints such
as maintaining an average throughput of lots. Second, for lots already in the plant, one has to
decide which lot is processed next at each machine as it becomes available. This is done by the
machine or lot scheduling policy, which we shall simply call the scheduling policy.

Due to the re—entrant nature of the line, there is much competition between lots at different
stages of their life for the available machines. The manrner in which this contention is resolved has
a clear bearing on plant performance measures such as mean and variance of the cycle—time. That
is the thesis of this paper. In the plant madels studied in this paper, we show that, in comparison
to our policies, the best previous policies are worse by 12.5% with respect to the mean queuneing
time, and worse by about 45% with respect to the standard deviation of the cycle—time, on average.

We now provide a briel account of some previous approaches. The basic difficulty is that there
is an insufficient theoretical basis to guide us definitively in the choice of of release or scheduling
policies for semiconductor manufacturing plants; see Kumar [1]. In some previous works, one
concentrates on dealing with the “bottlenacks,” see Harrison [2]. Thus, one attempts to release
lots into the plant, and also schedule the lots already in the plant, to prevent starvation of the
holtieneck machines, while maintaining the required average rate for lot releases. Such “starvation
aveidance” policies have been advanced in Glassey and Resende [3] and Lozinski and Glassey [4].
We refer the reader to Uzsoy, Lee and Martin-Vega [5,6] for an excellent survey of these and other
existing approaches to the problems of scheduling semiconductor manufacturing plants.

In this paper we pursue a new approach of attempting to smooth fluctuations in the lows in the
network. Also, our method does not restrict attention to just the bottleneck machines in the plant,
but attempts to control the behavior of the entire plant. The policies we develop, called Fluctuation
Smoothing Policies (FS), can dramatically reduce the standard deviation of queueing time. We can
also employ such Fluctuation Smoothing policies to reduce the mean of the cycle-iime. As noted
earlier, the net result is that in the plant models studied in this paper, the best previously studied
policies are worse by 12.5% with respect to the mean cycle-time, and by 45% with respect to the
standard deviation of the cycle-time, on average.

The conclusions regarding the effectiveness of our proposed scheduling policy are based on
more than six thousand simulations conducted on two models of plants. The first is a model of a
Hewlett—Packard Research and Development Fabrication Line. This line has earlier been modeled
and studied by Wein [7], who performed a detailed comparison of 12 scheduling policies and four
release policies. Wein’s net conclusion was that among the set of scheduling policies considered by
him, the mean cycle—time was not very sensitive to the choice of a scheduling policy, but could be
sienificantly reduced by the proper choice of a release policy. For implementation work following up
on these recommendations, see Miller [8]. Here, by introducing a new approach, and a new class of




scheduling policies, we show that one can obtain a significant additional reduction simultaneously
in both the mean and variance of eycle-time.

The second plant considered is an aggregated model of a full scale production line. The data
used was not drawn from any existing plant, and should therefore only be regarded as a gross
approximation. Newvertheless, since production lines tend to be more heavily loaded and feature
much greater throughput than R&D lines, we felt it was useful to see if our results continued to
hold for such plants. As we show, we obtained similar simultaneous reductions in both the mean
and variance of cycle-times.

Statistical tests have also been pe:farmed to validate our conclusions.

The full details may be found in [9].
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