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Abstract

Scheduling theory deals with the time allocation of tasks on
machines, so that a performance criterion is optimized, while a certain
number of constraints is satisfied. In this paper, the problem of
scheduling n dependent tasks, with arbitrary processing times, on m
identical machines to minimize the makespan is considered. Since this
problem is well known to be NP-hard in the strong sense, it can be
treated and solved suboptimally using heuristic approaches. Two new
heuristic algorithms (dispatching rules) have been developed for this
problem, namely MVT/MISF and DMVT/MISF. Then, these algorithms,
together with the existing ones CP/MISF and DHLF/MISF are used as a
dispatching rule-base of a new adaptively weighted combinatorial
dispatching rule, namely AWCD. This combinatorial dispatching rule has a
superior behaviour compared with simple dispatching rules. Extended
experimentation with these algorithms supports this argument. In
addition, some empirical rules have been derived and proposed for the
selection of a simple dispatching rule (heuristic) if such a selection is
required, for each particular input data set. These methods as well as the
existing optimal algorithms for special solvable cases of the considered
problem have been integrated in a S/W package.

Problem Formulation
We are given a set T={T1.‘T2....,Tn} of n tasks and a set

P={P},....P,} of m identical processors. The tasks are assumed to be

nonpreemitive, i.e if a task is started its execution on some processor it
has to be completed on this processor without any interruption. The
tasks are dependent in the sense that before a task starts its execution on
any processor, it is required that a certain set of other tasks
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(predecessors) must have been already executed. These dependencies
are represented by a Directed Acyclic Graph G.The nodes of G stand for
the tasks, and the arcs of G represent the task dependancies. The
problem is to find an allocation of tasks on processors over time so as the
makespan is minimized [1,2].

Problem Solution

Since this problem is well known to be NP-hard in the strong
sense [4] it can be treated only suboptimally using heuristic approaches.
We have developed two new heuristic algorithms for this problem
(MTV/MISF and DMVT/MISF). These algorithms belong to a broader
class of scheduling algorithms referred as "List Sceduling Algorithms".
When such an algorithm is applied to a sceduling problem, a priority list
of tasks is constructed according to some dispatching rule. Then the first
nonassigned task of the list is assigned to the processor to which it will

be executed as early as possible. We define the "task value" parameter of a
task T; as follows: Succesors of the task T, are all tasks to which one can

go from T; via some path(s) of the task graph. The task T, together with
all its sucessors constitutes a set 8,. The sum of the processing times of
all tasks that belong to 5, is defined as the "value" of T,.

The MTV/MISF algorithm constructs the priority list, by sorting ,
the tasks in nonincreasing order of their values. If two or more tasks have |
the same value then these tasks are sorted at a second level in
noninereasing order of the number of their immediate sucessors. Having
constructed the priority list the list sceduling is applied.

The DMVT/MISF algorithm is similar to the MVT/MISF
algorithm, but has a dynamic nature. This means that the priority list is
not constructed once and for all before the application of list scheduling,
but it changes dynamically every time a new task is dispatched to the
schedule. For the same problem two other list scheduling algorithms
have been developed, namely CP/MISF [2] and DHLF/MISF [3]. These
algorithms adopt the idea of the priority list and their construction is
based on the "critical time" of a task in the graph. The first algorithm is
static, and the second dynamic. These four scheduling algorithms
(dispatching rules) compose a dispatching rule base of a new adaptively
weighted combinatorial dispatching rule, namely AWCD [7]. The AWCD
rule consists of the following steps:
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Step 1:
Apply the MVT/MISF, DMVT/MISF, CP/MISF and DHLF/MISF algorithms
and get the four makespans C1.., C2 .., C3__ and C4,,. respectively.

Step 2:
Calculate the rule weights W, (i=1,2,3,4) using the following formula:

Step 3:
In every phase of dispatching a task to the schedule, find the tasks that
are proposed by some dispatching rule. Then compute the priority Pr; of

every task T, (j=1.....n) as the sum of the weights of the rules that propose
this task.

Step 4:

The task of higher priority is dispatched to the schedule, to be executed
as early as possible.

Step 5:

When all tasks have been assigned to the processors compute the
resulting makespan C3___ and finally select the minimum among
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This AWCD rule is of a dynamic nature since two rules
(DMVT/MISF and DHLF/MISF) are dynamic as well. The behaviour of the
AWCD rule proved to be very satisfactory on the average compared to the
simple rules.

As a case study of the above methodology the dynamic equations of
the Stanford manipulator [5] have been selected. Specifically, these
equations were split in 88 dependent tasks to be scheduled on 6
processors (INTEL 8086-8087). In [5] a scheduling algorithm was
proposed and provided the makespan of 9.70 ms. We applied the AWCD
rule to the same problem and the resulting makespan was 5.86 ms which
is significantly improved.

Experimental Analysis
An experimental analysis was carried out to evaluate the ‘average
performance of the four simple rules, and the AWCD rule. Over a thousand
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random examples were tested and the main results derived from this
analysis are the following:
i) If the task processing times involve a considerable deviation, then the
rules CP/MISF and DHLF/MISF provide better solutions than the other
two simple rules.
ii) If the task graph is of large depth and small width, then the dynamic
rules (DMVT/MISF and DHLF/MISF) provide better solutions than the
static ones.
iii) The AWCD rule provides better than, or at least equivalent solutions
to, the best of the simple rules on 61% of the tested cases.

All these methods, as well as all existing optimal algorithms for
special solvable cases of the considered problem have been implemented
by the authors in a S/W package.
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