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bstract

[n the recent vears there has been a growing interest in the system—theoretic problems o
generalized slate space or singular systems due to the exiensive applications of this xind of systems iz
large—scale,singular pertubation theory, circuits, robotics, economies, demography,conirol theory and
other areas . Generalized stele space systems are systems described by ;

(1) Ex(t) = Ax(t) + Bu(t)
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where B e B 7, rankmﬂ? Cir 1) kR ,BelR whereas (regular) siate space systems are the
systems described by ¢

(2) x(t) = Ax{t) + Bu(t)

which represent a particular case of (1} with E =1, the identity matrix . Regular state space systens

were studied explicity in the pasl decades [see e.g. [10]] . On the other hand many researchers in the
recent years explored special properiies of generalized state apace systems and found many connections
between them and regular . Generalized state space systems were studied in the frequency domain [see
[11],]14]{16]] as well as in time—domain [see [2]6] , [8]—{9] | . Generalized stale space systems as (1]
represent a particular case of Generalized Singular Systems ((G.5.5.) ie. physical systems whose dynamics
can be described by a linear matrix differential equation having the form :

(3) A()B() = B(o)u(t)
Eoryy T B |,
where p::dl;"dt the differential operator | _-ilrl.:'?: Z'Lﬂ JlifT‘- e R LU] - .e'L]-_ e R £ B — D,l,Z,...,qﬁ 1
1=
3 Ty llk Ty
with rankmﬁq <rt,B(p)= i‘ Bipl € R (7 , Ej e [k d=0,12..,02 0, () the pseudo—siate
1 1=0

of the system and u(t) the control inpul to the system . In a recent paper [13] various known resuli
regarding the smooth and impulsive solutions of homogeneous generalized state space systemns have been
tranaslated to the more general case of (3.5.5. . A new treatment of G.5.5. using Algebraic methods is
given in [12] . Among other topies the anthor gives a formula for the determination of the impulsive
golutions of L.HLM.D.E. in terms of the notions of fast and slow states at £ = 07 which are introduced .
Campell in [2]—[3] has found the sclution of sysiems of the form (1) using the notion of Drazin inverse
Also in [4]—[f] Cobb used a different approach which utilizes the Weierstrass canonical form . Comparing
those methods to ours we remark the following : Each method has its advantages and disadvantages for
different problems . The main advantage of our methed is that it treats systems of the form {3) which
seerm to be generalizations of system of the form (1) . The pessible disadvantage is that the proposed
solution is associated with the evalualion of several matrices which are derived by means of some
previously established algorithms . On the ather hand the approach based on the canonical decomposition
which separates the system behavior in the finite and infinite frequencies provides decp insight into the
structure of singolar systems in systems analysis . However , it does not always provide a useful
framework for actual computation . The canonical form also use a change of the internal variable which
is unconvenlent in practical situations since the original wvariables are chosen to hawe their own
significance . The main drawback of the method proposed by Cambell is the computational complexity of
the proposed algorithm . Our approach differs from that given in [12] because we give a formula such
that the set of the Dirac impulses and its derivatives which are used in the determination of the
impulsive solutions of LHM.IDE. | as well as | the set of finite and infinite spectral data of the

associated  polynomial matrix  are presented in a8 — casy to uwse — closed form
Specifically consider the linear \jhomogeneous matrix differential equation
(4) A(p)B(E) = 0 120
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and let SA[E:I{E] be the Smith—McMillan format s = 00 of Als)=A, + Ap +... + Aq s 1;
1
= G % . q. 4q i, 1 i Tul
(JJ 5*&{;1(3,' = C!ltlg[:i IrH El"'rﬂ = i 1 1 E R ES}

and if A{s) has al least one zero at s = 0O then the Laurent expansion of As)7! can be written according
to [L2] :

\ q q -1 -1 -2
(6) Af=)"l= H{“:_rs r 4 lIlir‘ls T 4.4+ Ha+Hy+H s +Hyp +..= Hml{s} -+ Hspr{s}
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where HUUI{S:' eR ™ [«] iz the polynomial part of A(s)"! and H:‘.prl[s] eR ™ (s} is the strictly proper part

of A(s}™!. Let (C,J) and (C_,J_) be a finite and an infinite Jordan pair respectively of the polynomial

1 -l
matrix A(s) . Then we can write {see [7]) A(s) = C_[sJ —1 ] B, + C[sl;—J] B , where B B are
JJ.I

constant matrices with appropriate dimensions . Considering now the Laplace transformed eguation {4)
we abtain -

(7) Bls) = At a(s) = Booils) + Bpel®) eR™

. Ixl y
where a{s) ¢ R y [¢] is the initial condition vecior associated with the initial values of A(t) and its

I q.-1
(q=1)—derivatives at t = 0~ i.e. ﬁ[ﬂ_}, ﬁ( 0Y, vy ,'.'j{ L j([]'} given by [1] :

- q-L q- )
(8} als)=[a 1 I8 L  SPOUR.) I B R F
A 0 o0 [0
|
Agt Ag -0 || 8707
' 1 . 1 G .
(9) ey : S %
Ap Ay .. A || A 0
L 1 J _

where .apull:a],ﬁ5p1_[u:| are respectively the polynomial and the strictly proper part of J(s) . We examine

the form of ﬁpnlis:' . Taking into account the identity A(s)"1A(s) = I, which can be written also :

i | 1 .. 22 i
(10) Ala)tAs) = a_llara .40+ Hy+ Hys +Hos oA +A s+ ... + Aqls BT
In light of {7} and the relations obtained after multiplying the matrices involved in (10] we oblain :

(11} Bpoils) =L Afs) F
where :
q -l g -2
i B Jx1#| 0 0.0
: q -2 N
12) L=[C|—C] | 0 0 ey 1# | 1, 7.3t | x block diag[B_,B_,-..B,| B,B,-..B ]
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Thus we have found
ginson g kA S i A . £
{14) .ﬂpnl(sJ = L. [ﬁpul{s]] =L A(t) F = B80) + 8,6 '(t) +..+ ,ﬂq 40T
T
where 15_'1 i= ﬂ,l,...,ar—l are r*l vectors obtained after some manipulations in the terms of (14} .

From equation (14) and the definition of F in (9) it follows that if the initial conditions (07 .

q_-t
ﬂ( i :ll:[.'l‘j are appropriate then [{t) has an "impulsive behaviour" at t = 0 which consists of a Dirac

impulse [?ij and its {q].—-—lj distributional derivatives . In other words when the initial conditions ame
imposed on [J(t) and its (q,—1) derivatives at =107, () may exhibit an impulsive behaviour at t =

(13 -
0l which is a consequence of the fact that (4) forces (3(t) and ,{J( ‘I[t] 1= 12,..,9~1 to satisfy certain

consiraints at t = 0~ . The exact derivation of these constraints and their relation to the structure ats =
cC of A(s) are examined in [13] explicity . From equation (14} it is also clear that the impulsive solutions
of L.H.M.ILE, are closely related — because of the form of L in (12)— to the finite and infinite Jordan
pairs (C,J) and (C_,J_) respectively , of the polynomial matrix A(s) .
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