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Estimation theory for graph linear systems: applications to 1D and multi-D
filtering and smoothing

Extended Abstract

Ramine Nikoukhah*

1 Introduction

In this paper we consider the estimation problem for a set of vectors X = {z;}, z: € R™, based on all or part of
observations:

op ¢ sk = Lp(X) + Grug (1)

where u;’s are zero-mean, independent Gaussian vector with covariance I and L} ’s linear ”local” operators, i.e.,

Ji
LX) = 3 Awmte v (2)
i=1

Unknown vectors z;,,, 1 < j < J, are in some sense »close” . This structure is best illustrated by a graph which we
shall call an xo-graph. An xo-graph is a graph with x’s and o’s as nodes and relations (1) as arcs. For each k, {1) is
coded in the xo-graph by Jj arcs connecting z; to the x;;,’s. An obvious property of the xo-graph is that to go from
an X to another x, we must go through an o and vice versa. Graphs having this property are called bipartite.

Let us illustrate all of this with an example:

Example 1 Consider the following estimation problem:
X =A{z1, 22,23, T4, Ts}

O = {01,09,03,04}

with
01 71 = Az 4+ Ajoza + Grug (3)
0 zo = Apjzy + Agazg + Agzzz + Gauo (4)
03 zq = Agszs + Agqra + Gaus (5)
04 zq = Ayaza + Agses + Gaug (6)

The xo-graph associated with this problem is illustrated in Figure 1.

Note that by putting on each arc of the xo-graph the associated A matrix, and in each node o, the value of the
corresponding observation z and the corresponding G matrix, we can completely code the estimation problem in the
xo-graph. In this way, we establish a complete equivalence between the estimation problem and the xo-graph.

Example 2 The Fornasini-Marchesini model [1] is a first order model for 2D systems. The estimation problem for
this 2D model can also be put into an xo-granh,
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2 xo-graph
There are two basic operations on the xo-graph which allow us to reduce it to an acyclic xo-graph.

2.1 x-aggregation

This operation consists in putting together z’s to form larger z’s. The effect on the A matrices is straightforward. Let
us examine it on Example 1 by aggregating z1, x» and r3; let

L1
Ti23 = L2
13
Then the observations become
01 z1 = [A1 A1z 0]z123 + Giwg (7)
02 23 = [Aoy Agg Ass]ziss + Gauz (8)
03 z3 = [0 0 Azsle1o3 + Azaza + Gaus (9)
04 24 = Aqqrg + Asszs + (Faug (10}
and the new xo-graph is:
01 03 04
\\
£
g
Z123 T4 zs

Figure 3:

2.2 o-aggregation

This operation is similar to x-aggregation except that in this case we put together observations o’s to form one
observation; this is done by stacking up the associated z vectors. Consider again the xo-graph in Figure 1 and let us
examine aggregating o) and os. By defining

(11)

. Z1 o _‘411 ‘ fll
012 : ( s > = ( Ags zi + As

2.3 xo-graph reduction
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With the aggregation operations introduced in the previous sections, 1t 1s possible to reduce any xo-graph into an
acyclic xo-graph. The obvious way is to aggregate all 2’s and all o’s. This solution is of course not very interesting -
because it destroys all structure. The idea here is to do the reduction by doing the least number of aggregation
operations.

For the problem in Example 2, a method for aggregation is illustrated in Figure 4:




3 Acyclic xo-graph

We have seen that every xo-graph can be reduced to an acyclic graph. That is why in this paper we concentrate on |
estimation of acyclic xo-graphs.
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