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Abstract

This paper presents the application of predictive control techniques using Artificial Neural Nets (ANN). The idea
is illustrate the structure of the predictive controller and the optimization functions that is usually used to update
the control action, then apply the ANN technique. The ANN equations and its gradient equations are developed.
Based on the ANN capacity to predict, on a optimization function and on a rule to update the control action, NPC
(Neural Predictive Control) algorithms are developed and applied to control the selected plant. The paper also
proposes an intelligent adaptability to ponder control action as function of dominant pole displacement.
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1. Introduction
Predictive control is characterized by accomplishing the prediction of future values through a model.
Then, based on the predicted values, on a optimization function and on a control law, the controller
generates a future control action. The objective of this work is to present in a brief way the
implementation of predictive controllers based on the ANN . It uses some optimization indexes and
control laws usually applied to the conventional predictive control.

In Figure 1 a general structure is presented to implement Neural Predictive Controllers. Note that not
all the cases include the model reference block. In this cases, the ANN is properly trained and
represents the dynamics of the plant  in a satisfactory way.

 
Figure 1: Blocks Diagram of Neural Predictive Controllers

2. Predictive Control
The predictive controller, in summary, is characterized by computing future control actions based on
output  values predicted by a model, with vast literature and academic and industrial interest (Clarke,
1987; Astrom and Wittenmark 1995; Garcia et all, 1989; Menezes, 1993; Arnaldo, 1998). This section
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presents the concepts of predictive control based on NPC, using the usual optimization functions and
control laws, applied to the conventional predictive controllers.

2.1 Optimization functions

The optimization function, usually represented by the index J, represents the function that the control
action tries  to minimize. In a intuitive way, the error between the plant output and the desired value is
the simplest example of an optimization function, and it is expressed by:

J y k y k e kref= − =( ) ( ) ( )
(1)

where:

y k( ) represent the plant output

y kref ( ) represent the desired response

e k( ) represent the estimation error

k is the sample time

One of the most usual optimization function is based on the square error and it is represented as:

[ ] [ ]J y k y k e kref= − =( ) ( ) ( )
2 2

(2)

But the optimization index can take forms of more complex functions. For predictive controllers,
whose models are capable to predict N steps ahead, the simple application of the square error
approach can present satisfactory results. This case admits that the optimization function is not
limited to an only point, but an entire vector of N predicted errors. It seeks to optimize the whole
trajectory of the future control actions in a horizon of N steps ahead.

[ ] [ ]J y k j y k j e k jref
j

N

j

N

= + − + = +
= =

∑ ∑( ) ( ) ( )
� 2

1

2

1

(3)

More complex optimization functions can consider the control effort. It is the specific case of GPC
(Generalized Predictive Control), where the optimization index J can be expressed as:

[ ] [ ]J y k j y k j j u k jref
j N

N

j

NY U

= + − + + +
= =
∑ ∑( ) ( ) ( ). ( )

�
2 2

11

α ∆
(4)

where:
�

y k( )        - is the output plant estimation at instant = k

∆u   - is the control action increment.
α           - is the ponderation of the control action.
N1   - is the minimum horizon of prediction.
NU   - is the control horizon.
NY      - is the maximum horizon of prediction.

The objective of the control problem is to minimize the index J, with respect to the control actions,
looking for the points where the first order differential is null.
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2.2 Updating the control actions

Besides an index J to be minimized, the predictive controllers are based on rules to update the control
action, using expressions that govern the increment in the current control action looking for to
minimize the optimization indexes.

One of the most common rules is the decreasing gradient rule, in which the actualization is made in
the direction of the negative gradient of the function, always seeking the minimum point - it is the
basis of the delta-rule, applied in the backpropagation training method, one of the most usual method
to train ANN.

One of the problem with this rule is to not be applicable in multimodal functions, being unable to
guarantee the convergence to the global minimum. Several adaptations are proposed, using hybrid
algorithms that, in the first stage, use methods to search global minimum, as the Genetic Algorithms
(AGs), and then apply the method of the decreasing gradient.

The decreasing gradient rule can be expressed in the form:

u k u k
J

u k
( ) ( ) .

( )
+ = −

∂
∂

1 λ
(5)

where:

λ - is the consideration of the control action.
∂

∂
J

u k( )
- is the differential of the index J, with respect to the current control action.

Then future control actions can be written as a future vector, as:

[ ]
&

�U k u k u k u k Nu( ) ( ) ( ) ( )= + + +1 2
(6)

The expression of the differential can also be expressed in matrix form, through the Jacobian:

∂
∂

=
∂

∂ +
∂

∂ +
∂

∂ +






J

U k

J

u k

J

u k

J

u k Nu
& �
( ) ( ) ( ) ( )1 2

(7)

Some actualization rules are based on the first and second differential of the function. One of the most
usual is the Newton-Raphson’s rule, that can be expressed as:

u k u k
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2
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(8)

In this case, the second order differential can be written as a Hessian matrix:

499

Proceedings of the 7th Mediterranean Conference on Control and Automation (MED99) Haifa, Israel - June 28-30, 1999



∂
∂

=

∂
∂ +

∂
∂ + ∂ +

∂
∂ + ∂ +

∂
∂ +





















2

2

2

2

2

2 2

2

1 1

1

J

U

J

u k

J

u k Nu u k

J

u k u k Nu

J

u k Nu

&

�

� � �

�

( ) ( ). ( )

( ). ( ) ( )

(9)

Predictive controllers based on ANN, with applications of these actualization rules and also with
different optimization functions can be found in Soloway and Haley (1997), Schnitman and Fontes
(1998), Tan and Cauwenberghe (1996), Noriega and Wang (1998).

3. The ANN structure
Feedforward networks with a single hidden layer using threshold or sigmoid activation functions are
universally consistent estimators of binary classifications (Farago and Lugosi, 1993). Also cited in
Tan and Cauwenberghe (1996) and Hecht-Nielsen (1990), it is proven that a neural net, with only one
hidden layer, is able to represent any function of Rn → Rm, just limited by the number of neurons in
the hidden layer.

3.1 The output general equations

Consider a real nonlinear model expressed by:

[ ]y k f y k y k y k n u k u k u k m( ) ( ), ( ),.., ( ), ( ), ( ),., ( )+ = − − − −1 1 1
(10)

where f is a nonlinear function of the system output [y(k), y(k-1),..., y(k-n)] and input values [u(k),
u(k-1),..., u(k-m)]. The variable n is the number of auto regressors and m is the number of exogenous
regressors.

But, to represent dynamic systems, it is necessary to introduce the feedback effect in the ANN,
characterizing the application of the Recursive ANN (RANN). As in the ARX models
(AutoRegressive with eXogenous inputs), the input signals of the net are associated to its own input
and output past values. This structure specifically characterize a TDNN (Time Delay Neural
Network). Then, let use a net with three layers, and base the study on the neural structure illustrated in
the Figure 2 .

Figure 2: The structure of used TDNN

where N represents the number of  the hidden layer neurons, the bi are the hidden layer neurons bias
and the S blocks represents a single-valued monotonic nonlinear sigmoid function to be applied at the
output of each hidden layer neuron. bs represents the bias of the output linear neuron. The matrixes of
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weights w1 and w2 have dimensions N x (n+m) and 1 x N respectively and represent the weights of the
connections among layers 1-2 and 2-3.

The generic expression of the proposed TDNN model is:

�
y k bs w i S Xi

i

N

( ) ( , ). ( )+ = +
=
∑1 12

1

(11)

where:

Xi b i w i j y k j
j

n

= + − +
=
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+ + − +
=
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j

m

1
1

1( , ). ( )

(12)

that represents the estimated output �

y k( )+ 1  as a nonlinear function of the system input and output.

3.2 Neural system differential equations

In general, the application of a control law requires to compute the expression of the output
differential with respect to the process input. Based on (11) and differentiating it with respect to input
values, we can generalize the expression:
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and it can be rewritten as:
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where

S
dS

dXi
' =

(15)

Then, (14) represents the expression of the first order differential and S'  is defined as  Based on (12),
the expression can be expanded:
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(16)

Note that the terms y(k-1), y(k-2),..., y(k-n), as well as the terms u(k-1), u(k-2),..., u(k-m), are past
values, therefore, they do not depend on u(k). This way, the sum is allways null, except for j=1 , in
term u(k) whose differential is equal to 1. Hence:
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substituting in (14):

∂ +
∂

= +
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u k
w i S Xi w i n
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N( )

( )
( , ). '( ). ( , )

1
1 12

1
1

(18)

The expression (18) generalizes the differential of used TDNN.

4. Neural predictive control

4.1 1 step ahead

The predictive controller, by definition, takes control actions based on predicted values for the
system. Then, properly designed and well trained (Chauvim and Rumelhart, 1995), the neural net can
represent the proposed nonlinear dynamic model. In so doing, control algorithms can be implemented
based on errors between the reference signal, and the predicted value. See Figure 3.

Figure 3: The NPC blocks diagram

where:

k          = sample time
r(k)      = reference signal
u(k)      = control action
y(k)      = plant output
e(k)      = error between r(k) and the reference signal
�
y (k+1)= predicted plant output.

Observe that the control action is based on the predicted values and not in the real output. The model
consider a TDNN properly trained and capable to satisfactorily represent the plant.

By definition, the predictive controllers seeks to minimize an performance index, considering aspects
as error, control effort,.... For application, it is considered an index J as:

J e k= +
1

2
12 ( )

(19)

where:
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e k r k y k( ) ( ) ( )+ = + − +1 1 1
� (20)

And the rule that is used to update the control action is based on the decreasing gradient, so:

u k u k
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u k
( ) ( )
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+ = −
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1 λ
(21)

Based on (19) and  (20):
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For the proposed TDNN, the expression of differential is already known. Then, using (18):

∂
∂
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With the obtained results, returning to (21), the control law can be written as:

u k u k( ) ( )+ =1 ( )+ + +








=
∑λ. ( ). ( , ). ' . ( , )e k w i S Xi w i n
i

N

1 1 12 1
1

(24)

And the control algorithm is implemented by the following steps:

1. Select λ
2. Use (11) and (12) to compute 

�
y k( )+ 1

3. Use (20) to compute e k( )
4. Use (24) to compute the new control signal
5. Apply the new control signal to the system input.
6. Return to step 2.

4.2 T steps ahead

The preceding algorithm can be improved using predictive control techniques. Thus, scalar values can
now be expressed as predicted vectors:

[ ]&
R r k r k r k T= + + +( ), ( ),..., ( )1 2

(25)

[ ]& � � �
Ye y k y k y k T= + + +( ), ( ),..., ( )1 2

(26)

[ ]&
U u k u k u k T= + + −( ), ( ),..., ( )1 1

(27)

obtaining:

503

Proceedings of the 7th Mediterranean Conference on Control and Automation (MED99) Haifa, Israel - June 28-30, 1999



[ ]&
E e k e k e k T= + + +( ), ( ),..., ( )1 2

(28)

Thus, the index to be minimized be in the form:

[ ]J E ET=
1

2

& &
.

(29)

Using the decreasing gradient rule, as (21):
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The Jacobian matrix
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 can be found by differentiating (26) with respect to (27) and can be

expanded as:
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Some methods to compute the Jacobian can be found in Schnitman (1998) and Noriega and Wang
(1998).

The NPC control algorithm can be implemented by the following steps:

1. Select λ and T.

2. Use (26) and (27) to compute 
&
Ye e 

&
Uk .

3. Compute 
&
E using (28) .

4. Use (32)  to compute 
∂

∂

&

&
Ye

U k( )

5. Use (31) to compute 
∂

∂
J

U k
&
( )

.

6. Use (30) to compute the new control vector .
7. Apply the new control signal to the system input.
8. Return to step 2.
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5. Plant for control

5.1 Plant differential equations

To TDNN control proposal is defined the nonlinear dynamic system according Figure 4, which is
represented by the differential equation:

dh

dt

q h K hi= −
− −. . /2 3 2

β β

(33)

Figure 4: Model plant for control

where:

H = tank height R = tank radius
h = liquid level K = valve constant

β  = π.
R

H






2

, tank constant

We propose to control the liquid level through the input volumetric flow rate (qi). The valve that
controls the output volumetric flow rate (qo) is always open and presents nonlinear

characteristic: hKqo = .

The characteristics of the system are:

mH 10=   ,        mR 5=   ,         10=K

The operating point is set to h = 3m, then, for h m= 3 , 3100 === hKqqi .

A level sensor  represented by a first order system is integrated to the plant. Then hr represents the
liquid level and h the measured level, in meters.

5.2 Linearization

From (33), at the operating point:

0=
dt

dh
  ,      h =  constant,       hKu = .

The transfer function (34) is obtained by linearizing the system around the operating point:
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)(
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−
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hS

h

sU

sH

π

π

(34)

then the static gain Kp and the Pole are functions of h .

5.3 Proposed λ adaptability

It is observed that the plant nonlinearity and nonsymmetry make the plant output behaves differently
for rising edge and falling edge of the reference signal. The idea is try to found an perfect adaptability
to λ to compensate the plant characteristics.

Some empiric rules were used with satisfactory practical results. But appropriate results were
obtained considering the adaptability of λ as a function of the dominant pole

displacement. Considering the plant linearization around the operating point (34), it is observed that
the dominant pole behavior reflects exactly the necessary λ adaptability.

Using (34), to the proposed system we tuned in λ0 and done:

( )λ λ
π

= 





−
0

5 220
. ( )

/
y k

(35)

These methods requires do adapt the proposed algorithms to calculate λ each step, and the practical
results become excellent as showed in Section 7.

6. The used TDNN
According to Section 3, the neural net will be characterized by the number of auto regressors, the
number of exogenous regressors and the number of hidden layer neurons. In the proposed application,
we select the TDNN with only 6 hidden layer neurons (N=6), 4 auto regressors (n=4), 4 exogenous
regressors (m=4) and use the hyperbolic tangent as sigmoid function.

After appropriate training, the validity of the model is verified in a large operation strip. The obtained
results are presented in the Figure 5, it shows the level changing from 2 to 9m, that practically
represents the whole tank. So, the proposed TDNN properly trained can satisfactorily represent the
real model in a quite satisfactory way. Hence the net is ready to NPC implementation.

7. Results
The proposed control system is based on Figure 3 block implementation. The control algorithm will
be executed according to (30) developed in the Section 4. The results are showed in this section. Just
to compare, it also shows the result using the GPC and DMC controllers.

7.1 With constant λ
Figure 6 shows the plant output behavior with respect to reference signal and Figure 7 clearly shows
the control action stability. It also illustrate de satisfactory performance of the NPC
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Note in Figure 6 the value of λ is large enough to generate an output overshoot when the reference
signal rises. However, it is too small to guarantee an effective time to stabilize the output plant when
the reference signal falls.

Figure 5: Real and estimated output signal

Figure 6: Reference signal and plant output with constant λ

Figure 7: Control action with constant λ

507

Proceedings of the 7th Mediterranean Conference on Control and Automation (MED99) Haifa, Israel - June 28-30, 1999



7.2 With the proposed adaptability for λ

To enhance the system control action, as in Section 5-5.3, we propose an adaptive λ. It compensates
the overshoot at the reference signal rises and the stabilization time at the falls. Then λ is maximum at
the tank low limit and decreases when the output level rises.

As in (35) to the proposed system we tuned in λ0 = 8x10-6 and the obtained results is showed in Figure
8. Figure 9 illustrates the respective control action behavior.

Figure 8: Reference signal and plant output with adaptable λ

Figure 9: Control action with adaptable λ

8. Conclusions
It was clearly shown how to apply the predictive control concepts using the ANN.

It was observed the capacity of TDNN to model nonlinear plants. The expressions of TDNN and its
respective prediction and control algorithms were developed and can be generalized to other control
systems. They characterize a structured form to control nonlinear dynamic systems based on
predictive techniques using ANN.

The proposed adaptability for λ based on the placement of the dominant pole have demonstrated
excellent practical results in the control of the studied plant as shown in Figure 8 and Figure 9.
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