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                                       ABSTRACT

   The key point of this research is to develop a fast tracker for time-varying nonlinear systems which previous
knowledge (i. e., dynamic equations) about the plant were not known. In order to carry out this research goal,
this paper suggests a novel error self-recurrent neural networks, and develops a fast on-line learning algorithm
by using the recursive least squares method. The new neural networks are considerably faster than the
backpropagation algorithm and have advantages of being less affected by poor initial weights and learning
rate. Nonlinear adaptive PID controller based on these neural networks has been derived and tested for the
fast tracking problem in a robot manipulator.

I. Introduction

  Neural networks have been one of the most interesting topics in the control community because
they have the ability to treat many problems that cannot be handled by traditional analytic
approaches. In general, feedforward multilayer neural networks are the most prevalent neural
network architecture for identification and control applications [1][2]. A widely used training
method for a feedforward multilayer neural networks (MNN) is the backpropagation (BP) algorithm
developed by Rumelhart et al. [3]. The standard BP learning algorithm has several limitations. Most
of all, a long and unpredictable training process is the most troublesome, for example the rate of
convergence is seriously affected by the initial weights and the learning rate of the parameters.
Many researchers have proposed the modifications of the classical BP algorithm [4][5]. Recently
another modified algorithm was derived by Scalero and Tepedelenlioglu as an alternative to the BP
algorithm. It uses a modified form of the BP algorithm to minimize the mean square error between
the desired output and the actual output with respect to the summation output [6]. Even though the
performance of this new algorithm overwhelms the BP method, it is not a stable learning algorithm
in practical real-life applications. Thus, the faster and more stable learning neural network is
required, which is indeed the main purpose of this paper. For solving those problems addressed
above, the novel error self-recurrent neural networks are presented, and the desired outputs of the
hidden layers are obtained by the nearly optimal learning algorithm. A new neural network is
considerably faster than the BP algorithm and has advantages of being less affected by poor initial
weights and learning rate. Nonlinear adaptive PID controller based on these neural networks has
been derived and tested for the fast tracking problem in a robot manipulator model.
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II. Error Recurrent Neural Networks

It is shown in Fig. 1 and 2 that all node input ikx  and summation outputs iky  were specified. The

problem would be reduced to a linear problem, i. e., a system of linear equations that relates the
node inputs ikx  to summation output iky  through weight vector ikw .  

Fig. 1 Structure of a Multilayer Feedforward Neural Network

Fig. 2 Linear and nonlinear portion of the neurons in the hidden and output layers

  The learning technique with Kalman filtering of MNN builds upon the partitioning into linear and
nonlinear parts proposed by Scalero et al [6]. First, the desired summation outputs ikd  of the

nonlinear portion were calculated, which update and optimize the weights of the linear part between
the summation outputs iky  and the inputs ikx  by using Kalman filtering method. The Scalero's
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algorithm can be summarized by the following steps: 

  1) Calculate the desired summation outputs and ikδ  is obtained by using the steepest descent

method.

)(1
kLk ofd −=                      (1)

jkjkjk yd µδ+=                    (2)

where µ  is the learning rate, )(•f is activation function, and j, k, and L identify the layer, node,

and output layer, respectively. ko  is the desired value of output layer.

2) For each layer j, from 1 through L, calculate the Kalman gain and update the covariance
matrix.

)/( 111 −−− += jj
T
jjjj xPxxP λk            (3)

λ/)( 1 j
T
jjj PxkIP −−=                 (4)

where 1−jx  is the input vector of j-th layer, and λ is forgetting factor.

3) Update the weights.

)( LkLkLLkLk yd −+= kww            (5)

jkjjkjk δµkww +=                   (6)

2.1 Error Self-Recurrent Neuron Model

  In conventional neuron model shown Fig. 3(a), the bias or threshold given externally has the effect
of increasing or decreasing the net input of the activation function respectively [7]. However, it is
difficult to determine their magnitudes and signs, also it is hard to explain physical phenomena.

Fig. 3(a) Conventional Neuron Model
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Fig. 3(b) Error Recurrent Neuron Model

  In a novel neuron model, 1) input for bias or threshold takes the values of one step ahead error
signal( ))1( −txik between the desired output and the model output, and 2) synaptic weight with

fixed value is added to the recurrent error signals. This architecture is depicted in Fig. 3(b). The new
neuron model has an automatic decision on sign and magnitude for threshold or bias value instead
of manually selecting -1 or +1. Also, its error feedback is expected to make a direct contribution to
fast tracking behaviour since it creates a new and meaningful input source in which the
conventional neuron models does not, hence it is able to induce fast identification capability.

2.2 Optimal Learning Algorithm

  Scalero and Tepedelenlioglu proposed a new algorithm in which the weights are updated by
minimizing the mean-square error between the desired net and the actual net of the individual
neuron in the output layer. It is still not the optimal method. The main reason is that the desired
outputs of the hidden layers are obtained through the same way as backpropagation. For solving
those problems addressed above and getting the desired outputs of hidden layers for new neuron
model, a nearly optimal learning algorithm is proposed in the paper. In this algorithm, the desired
outputs of network corresponding to each inputs are inverted through the activation functions as the
desired net to the nonlinearity. The weight matrix )( LW  of output layer and the output vector )( 1−Lx

of the previous layer are set with two independent variables. A pair of optimal solution ),( *
1

*
−LL xW

is then obtained by minimizing the total mean-squared error between the desired net and the actual

net. Let *
1−Lx  be the desired output of the last hidden layer.

For a brief expression, a neural network with only are hidden layer is considered. If there are N
nodes, P nodes and M nodes in the input, hidden layer and output layer respectively, it is define the
energy function of the network as,

∑
=

−=
M

k
Lk

T
jLkdE

0

2)(
2

1
wx             (7)

x p j1

x p j2

x pj

N

w jk1

w jk2

w j k N

f(.)
y p jk x p jk

Act ivat ion funct ion

bias=     errp j k ( t -1)
M

O

x *
pjk

q -1
errp jk

982

Proceedings of the 7th Mediterranean Conference on Control and Automation (MED99) Haifa, Israel - June 28-30, 1999



where T
LkPLkLkLk wwww ],...,,[ 10=  is the weight vector between the hidden and the k-th node of

output layer. T
jPjjj xxx ],...,,[ 10=x  is output of the hidden layer.

Our goal is to find the optimal output*jx  of the hidden layer under the assumption that the weights

were obtained by RLS optimal method. Minimizing E with respect to ix  which be written as Eq.(9)

in matrix form,

∑∑
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j
T
LLLL xWWdW =                   (9)

where ],...,,...[ 1 LMLkLL wwwW =  is the weights matrix ( )MP×  of the output layer.
T

LMLkLL ddd ],...,...,[ 1=d is the desired net vector (M� 1) of the output layer. As shown in Eq.(9),

it is a problem of P unknown parameters with M equations. There are two conditions to solve
],...,,...,[ ***

1
*

jMjkjj xxx=x

which are;  

{ Pa M, There exists one or more solution *
jx  satisfying Eq.(9). *

jx  can be obtained by using the

minimum norm method.

LL
T
LLj dWWWx 1* )( −=                 (10)

 | P<M, There is no exact solution. The least-square approximate method can be used to find the solution.

LL
T

LLj dWWWx 1* )( −=                 (11)

Recall that, ],...,,...,[ ***
1

*
jMjkjj xxxx = , where *

jkx  is the output of the k-th neuron in the hidden layer. If

the bipolar sigmoid function is chosen as the network's activation function, the desired net of hidden
layer is expressed as,

1** )( −= jkjk xfd                      (12)

The desired linear value of the hidden layer is obtained by the backward adaptation of Eq.(12)
instead of Eq.(2) in the new learning algorithm. The covariance matrix(Eq.(4)) and the gain(Eq.(3))
are obtained through RLS(recursive least squares)method about input vector without the bias since
the bias does not affect the weights. The weights except that of the bias input can be updated by
Eq.(13).

))1(( * −+−+= teydkww jkjkjkjjkjk µ    (12)

III. System Identification and Experiment Results
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Computer simulation of the system identification has been done for the performance analysis of
the new learning algorithm and the error self-recurrent neural networks. As shown in Fig.4, the time
delayed plant output and the control input are connected to the input layer for the dynamic system
identification using multilayer feedforward neural networks.

Fig. 4 Identification methods for dynamic systems

For the computer simulation, a complex nonlinear plant model is selected by Eq(15) and input
signal is assumed to be

)120/2sin(5.0)50/2sin(5.0)( tttu ππ +=     (14)

))1(1/())2(25.0)1(16.0)2()1(85.0()( 2 −+−+−+−−= tytututytyty    (15)

  Architecture of neural networks is a two layer feedforward perceptron with five input nodes, seven
hidden nodes and one output node. The initial values of weight vector are randomized between 0
and 0.5. The learning rate(µ) is selected to 0.05 for BP and Scalero algorithm. Fig. 5 and 6 show the
output response of neural network trained by BP algorithm and Scalero algorithm. The result shows
that Scalero's algorithm converges faster than BP, however it converges after 200 steps. Fig. 7 is the
output response of the neural network trained by the new learning algorithm of the error
self-recurrent. The result shows that the proposed new algorithm converges faster than the Scalero
algorithm.
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Fig. 5 Network output by BP algorithm(bias value is +1)

Fig. 6 Network output by Scalero's algorithm(bias value is +1)

Fig. 7 Network output by proposed algorithm(bias value is )1( −tejk )

IV. Neural Network based Adaptive PID Controller and Experiment Results

   We will depict simply on the design of PID controller with neural networks model suggested by  
Keyser[8] and judge the ability of PID controller based on error recurrent neural networks model.
Generally, the one-step ahead nonlinear model of nonlinear by means of neural networks is
expressed as,

)))(...(()1( 111 xwfwfwfty TT
L

T
L

nn
−=+      (16)

where, 
Tmtutuntytyx )](),...,(),1(),...,([1 −+−=

PID controller has been widely used in industry. The discrete time PID controller usually has a
structure described by:

)2()1()()1()( 321 −+−++−= teKteKteKtutu     (17)
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  Assume that the neural networks model is sufficiently accurate. In the predictive control system,
the predictive output of neural networks , not the plant output is fed directly into the controller
Therefore, the signal flowing into the PID controller is the error between the setpoint of system and

the predictive output of neural network. ))1()1()(( +−+= tytrte nn .
Keyser defines the control performance index as,

22 )]1()1([2/1)]([2/1 +−+== tytrteJ nn     (18)

  The gains of PID controller can be adjusted. It is based on the gradient descent method of the
above performance index, i.e.

)(
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nn

i
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ii ∂
∂

∂
+∂+−=

∂
∂−−= λλ     (19)

 where λ  is a positive factor called optimizing step. The derivative of )1( +nynn  with respect to
u(t) can be obtained from the neural network model, and also the control signal can be solved from
the neural network model. You may refer to a reference[8] if you need to know the content in detail
about the design of PID controller with neural networks model. We select Eq.(20) as servo model of
the robot manipulator to examinate control ability, and test the performance of the PID controller
on-line based on the model of neural networks and the general PID controller tuned by
Ziegler-Nichols law.

)))2()1((5.0cos()))2()1((5.0sin(45.0

)1(25.0)2(25.0)1(2.0)2(2.0)( 2

−+−−+−+
−+−+−+−=

tytytyty

tutytytyty
     (20)

  As shown in Fig. 8, there still exists the steady-state error. If the parameters of plant change, the
ability of adaptation is decreased. Fig. 9 and 10 show the response of the adaptive PID controller
based on the neural networks model. At the initial stage of control, the system identification is being
processed, so system is not properly controlled. But as time goes on, the system follows the desired
response. The proposed controller, the adaptive PID controller based on the ER neural network
model, has a fast tracking. Thus it is possible to design the real-time controller based on the neural
networks model.
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Fig. 8 Control response by conventional PID controller

Fig. 9 Control response by BP neural networks based PID controller

Fig. 10 Control response by ER neural networks based PID controller

V. Conclusion

   In this paper, we present a novel error self-recurrent neural model with a bias input, which is the
time-delayed error signal between the desired output and the model output instead of +1 or -1. To
train the proposed neural networks, we obtain the desired hidden layer value by using the optimal
law instead of the backpropagation algorithm, and develop a novel learning algorithm that estimates
each weights on-line by RLS method. Experimental studies showed that the proposed method is not
influenced from the initial weight values. By resolving the problem of selecting the learning rate,
we made it flexible to design the controller in real-time based on neural networks model. In
addition, we designed an adaptive PID controller by using the error recurrent neural networks, and
also got a good result in the case of robot manipulator experiment. Future research is to prove ER
neural model convergence and the controller design based on the multilayer ER neural network
model.
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