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Abstract

This paper focuses on the design of observers for a class of nonlinear systems with

time-varying delay. Su�cient convergence conditions are established from the Lyapunov-

Krasovskii theory. These conditions are linked to the existence of a positive de�nite matrix

satisfying a certain Riccati equation. Using an H1 theory result, we propose su�cient

conditions to guarantee such an existence.

1 Introduction

Numerous control processes encountered for example in biology, mechanic or chemistry (Kol-

manovskii and Nosov, 1986; Malek-Zavarei and Jamshidi, 1987) involve delays. Their presence

may a�ect the performance of control laws or even be a source of instability. Often, the control

of such systems, includes the design of an observer which must asymptotically estimate the state

variables of the system from the output and the input measurement (Bhat and Koivo, 1976).

During the last decades, reconstruction of the state variables of systems with time delays has

been the subject of many papers (Bhat and Koivo, 1976; Fairman and Kumar, 1986; Gressang

and Lamont, 1975; Hamidi-Hashemi and Leondes, 1979; Kamen, 1982; Lee and Olbrot, 1981;

Pearson and Fiagbedzi, 1989; Salomon, 1980; Pourboghrat and Chyung, 1984; Watanabe and

Ouchi, 1985; Watanabe, 1986).

These results, all given in the case of linear systems, have not been extended for nonlinear

systems with time-varying delays. This paper is a contribution in this area. In the case of systems

without delays, recent developements have been realized in the design of observers for nonlinear

systems, with an objectif to �nd less restrictive conditions to ensure the asymptotic convergence

of the observer (Raghavan and Hedrick, 1994; Rajamani, 1998). This study generalize the

approach given in those papers. The proposed observer is an extension of Luenberger observers

to a class of nonlinear systems with time-varying delay. The analysis of its convergence is done

by using Lyapunov-Krasovskii theory. The obtained su�cient convergence conditions involve

the existence of a positive de�nite matrix satisfying a certain Riccati equation and therefore

`algebrize' convergence results. The existence proofs are constructive, and hence lead to the

prescription of a hole class of observers gains.
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The paper is organized as follows: in Section 2 we describe the class of systems considered

and recall some basic notions. In Section 3, su�cient conditions to guarantee the convergence

of the observer are established. Finally, Section 4 gives conclusions.

2 System description and Preliminaries

The system under investigation is described by the following equations

_x(t) = Ax(t) + �Ax(t� h(t)) + f
�
t; x(t); u

�
+ g

�
t; x(t� h(t)); u

�

y = Cx(t)

x(t) = �(t); t 2 [�H; 0]

(1)

where A and �A are matrices of IRn�n(IR) , C 2 IRq�n(IR). y 2 IRq represents the measurements

of the system. u 2 IRm is the input. h(:) which represents the delay, is a scalar di�erential

function. It is supposed to be known and to satisfy 0 � h(t) � H for all t > 0. f and g are given

nonlinear continuous functions, respectively kf and kg-lipschitzian with respect of their second

argument, i.e.

jf(t; �; u)� f(t;  ; u)j � kfk��  k

and

jg(t; �; u)� g(t;  ; u)j � kgk��  k;

8t 2 IR; 8�;  2 C([�H; 0]; IRn). C([�H; 0]; IRn) is the banach space of continuous function

mapping [�H; 0] into IRn, with the norm k�k = sup
t2[�H;0]

j�(t)j. The euclidean norm of �(t) 2 IRn

is denoted by j�(t)j. We also suppose that

f(t; 0; 0)=g(t; 0; 0)=0; 8t 2 IR:

Before proceeding further, we will give some preliminary results. Let us consider the nonlin-

ear delay systems of the general form:

_x(t) = f(t; xt) (2)

where f : IR � C([�H; 0]; IRn) 7! IRn is continuous in the �rst argument, lipschitzian in the

second and satisfy f(t; 0) = 0 for all t 2 IR.

For t � � � H , we denote by x(�; �)(t), its solution at time t with initial data �, speci�ed at

time �, i.e., x(�; �)(�+ �) = �(�); 8� 2 [�H; 0]. For � 2 [�H; 0],

xt(�) = x(t+ �)

and represents the state of the delay system.

For all � positif, let us denote by B(0; �), the ball

B(0; �)=f� 2 C([�H; 0]; IRn)=k�k < �g:

A will designate in the following, the class of scalar nondecreasing functions � 2 C([0;1); IR),

satisfying �(s) > 0 for s > 0 and �(0) = 0.
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De�nition

The equilibrium solution, x � 0 of the delay di�erential equation (2) is said to be :

1. stable, if for any � 2 IR, " > 0, there is a � = �("; �) such that � 2 B(0; �) implies

xt(�; �) 2 B(0; ") for t � �.

2. asymptotically stable, if it is stable and there exists b0 = b0(�) > 0 such that � 2 B(0; b0)
implies xt(�; �)! 0 as t!1.

3. N -robustly asymptotically stable if the equilibrium solution is asymptotically stable for

all delay functions h(:) of the set N = fh(t) 2 [�H; 0] : _h(t) < 1g:

De�nition

Let V : IR � B(0; �) ! IR be a continuous functional such that V (t; 0) = 0. The functional

(t; �)! V (t; �) is said :

1. to be positive de�nite, if there is a function � in A such that V (t; �) � �(j�(0)j), for all
t 2 IR, � 2 B(0; �).

2. to have in�nitesimal upper bound, if there is a function � 2 A such that

V (t; �) � �(jj�jj), for all t 2 IR, 8� 2 B(0; �).

Theorem 2.1. (Kolmanovskii and Myshkis, 1992)

Assume that for some positive constant H, there exists a positive de�nite continuous functional

((t; �)! V (t; �)) : IR�B(0; �)! IR which has in�nitesimal upper bound and whose derivative _V

is a negative de�nite functional on IR�B(0; �). Then the trivial solution of (2) is asymptotically

stable.

The following notations will be used throughout the paper. For v 2 IRn, vT denote the transpose

of v. If M is a positive de�nite matrix, then M
1

2 denote a square root of M . For any matrix

M , MT designate the transpose of this matrix. The IRn-valued identity matrix will be denoted

by In.

3 Main results

Consider the system given by (1). We de�ne our observer as follows:

_̂x(t) = Ax̂(t) + �Ax̂(t� h(t)) + f(t; x̂(t); u) + g(t; x̂(t� h(t)); u) + L(y(t)� Cx̂(t)): (3)

where the observed state is denoted by x̂, and L 2 IRn�q is the observer gain matrix.

Then the error in the state estimate, e = x� x̂, has the following dynamics :

_e(t) = (A� LC) e(t) + �Ae(t� h(t)) + F (t; e(t); u) +G (t; e(t� h(t)); u) (4)

with

F
�
t; e(t); u

�
= f

�
t; x(t); u

�
� f

�
t; x(t)� e(t); u

�
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and

G
�
t; e(t� h(t)); u

�
= g

�
t; x(t� h(t)); u

�
� g

�
t; x(t� h(t))� e(t� h(t)); u

�
:

We can remark that F and G are respectively kf and kg lipschitzian with respect of their second

componant. Moreover, we can note that

F (t; 0; u) = G(t; 0; u) = 0; 8t 2 IR; u 2 IRm:

The problem now consists of choosing the observer gain L so that (4) is made asymptotically

stable. The following result present a su�cient condition to achieve this goal.

Theorem 3.1.

Consider the system (1) with, 8t, 0 � h(t) � H, _h(t) < 1 and its observer (3). If there exists a

pair of symmetric positive de�nite matrices P and Q such that :

AP + PAT + P
�
gIn �

1

"
CTC

�
P +

1

�
�A �AT + fIn +Q = 0 (5)

with � < 1 � _h(t); 8t 2 IR, g = 2 + k2
g

and f =
1

�
+ k2

f
then, the observer (3), with the

matrix gain

L =
1

2"
PCT ; (6)

is asymptotically convergent.

Proof of Theorem 3.1

Suppose in a �rst time, that there exists an " > 0 such that the Riccati equation (5) is satis�ed

and substitute the matrix gain L by its expression (6). This implies that the equation (5)

becomes

(A� LC)P + P (A� LC)T + gP
2 +

1

�
�A �AT + fIn + Q = 0:

By multiplying this equation on the left and right by P�1, we get

P�1(A� LC) + (A� LC)TP�1 + gIn + P�1
� 1
�
�A �AT + fIn

�
P�1 + P�1QP�1 = 0: (7)

Let us de�ne the Lyapunov-Krasovskii V : C(t; [�H; 0]; IRn) 7! IR, by

V (t;  ) =  (0)TP�1 (0) + (1 + k2
g
)

Z 0

�h(t)

 (�)T (�)d�: (8)

We �rst note that the functional (8) is positive de�nite. Indeed

V (t;  ) =  (0)TP�1 (0) +
�
1 + k2

g

� Z 0

�h(t)

 (�)T (�)d�

� �min(P
�1)j (0)j2:
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Moreover, V can be upper bounded as V (t;  ) � �k k2, where � is a positive constant. Indeed

for all  2 C([�H; 0]; IRn)

V (t;  ) � j (0)j2�max(P
�1) + max

s2[�H;0]
j (s)j2H

�
1 + k2

g

�
:

By choosing � � �max(P
�1) +H

�
1 + k2

g

�
we get what we announced.

If we derivate V along the trajectories of the system (4), we get

_V (t; et) = e(t)T
�
(A� LC)TP�1 + P�1(A� LC) + (1 + k2

g
)In

�
e(t)

+ 2e(t)TP�1 �Ae(t � h(t)) + 2e(t)TP�1F (t; e(t); u) + 2e(t)TP�1G(t; e(t� h(t)); u)

�
�
1� _h(t)

��
1 + k2

g
In
�
e(t� h(t))T e(t� h(t)):

Using the assumption on F and the following Young's inequality

2uT v � "uTu+
1

"
vTv 8u; v 2 IRn; 8" > 0;

gives

2F
�
t; e(t); u

�
T

P�1e(t) �
1

k2
f

jF
�
t; e(t); u

�
j2 + k2

f
e(t)TP�1P�1e(t)

� je(t)j2 + k2
f
e(t)TP�1P�1e(t):

(9)

Proceeding in the same manner, we obtain

2G
�
t; e(t� h(t)); u

�
T

P�1e(t) �
1

1� _h(t)
jP�1e(t)j2 + (1� _h(t))jG

�
t; e(t� h(t)); u

�
j2

�
1

1� _h(t)
e(t)TP�1P�1e(t) + (1� _h(t))k2

g
je(t� h(t))j2:

(10)

By a completion of the squares

2e(t)TP�1 �Ae(t� h(t))� (1� _h(t))je(t� h(t))j2 =
1�

1� _h(t)
�e(t)TP�1 �A �ATP�1e(t)

�(1� _h(t))
�
e(t� h(t))�

1�
1� _h(t)

� �ATP�1e(t)
�
T
�
e(t� h(t))�

1�
1� _h(t)

� �ATP�1e(t)
�
:

Since 1� _h(t) � � > 0,

2e(t)TP�1 �Ae(t� h(t))� (1� _h(t))je(t� h(t))j2 �
1

�
e(t)TP�1 �A �ATP�1e(t): (11)
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From (9)(10)(11),

_V (t; et) � e(t)T
��
A� LC

�
T

P�1 + P�1
�
A� LC

�
+ (2 + k2

g
)In

+ P�1
�
1
�

�A �AT + (k2
f
+ 1

�
)In

�
P�1

�
e(t):

Then, by (7), with g = 2 + k2
g

and f =
1

�
+ k2

f
,

_V (t; et) � �e(t)0
�
P�1QP�1

�
e(t):

This concludes the proof of Theorem 3.1.

Remark

We �rst note that the conditions obtained are independant of the delay. We also note that with

the concept of robustness introduced in the second section, we can conclude that if the conditions

of the Theorem 3.1 are satis�ed, then the observer is N -robustly asymptotically convergent.

In the following we state su�cient conditions to ensure the existence of a solution to the

Riccati equation (5). To achieve this goal, we use a classical result of H1 theory. For sake of

completeness, we recall it here.

Lemma 3.1 (Strict real bounded lemma, (Petersen et al., 1991)).

Consider a continuous-time transfer function of realization H(s) = C(sIn � A)�1B: The fol-

lowing statements are equivalent :

1. A is stable and kH(s)k1 = sup
w2IR

kH(jw)k2 < 1.

2. The Riccati equation

ATP + PA+ PBBTP + CTC = 0

has a stabilizing solution P � 0 (i.e. A+ BBTP is stable ).

3. There exists a matrix �P > 0 such that

AT �P + �PA+ �PBBT �P + CTC < 0:

Furthermore, if these statements hold then P < �P:

We then have the following result.

Theorem 3.2.

If A is stable and

k
�
sIn � AT

�
�1�

gIn �
1

"
CTC

�1

2 k1 <
1

k
� 1
�
�A �AT + fIn

�1

2 k2

(12)

then the equation (5) has a solution.
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Proof of Theorem 3.2

Let us denote

G(s) =
�
sIn �A

T
�
�1�

gIn �
1

"
CTC

� 1

2 and � = kG(s)k1:

Form (12), � <
1

k
� 1
�
�A �AT + fIn

�1

2 k2

: We choose the matrix Q so that

1

�
�A �AT + fIn +Q <

1

�2
In:

Therefore, we have

k
� 1
�
�A �AT + fIn +Q

� 1

2G(s)k1 � k
� 1
�
�A �AT + fIn +Q

�
k
1

2

2 kG(s)k1 (13)

By the choice of Q,

k
1

�
�A �AT + fIn +Qk

1

2

2 <
1

�
: (14)

From (13) and (14),

k
� 1
�
�A �AT + fIn +Q

� 1

2

�
sIn �A

T
�
�1�

gIn �
1

"
CTC

� 1

2 k1 < 1:

Thus, by lemma 3.1, the Riccati equation (5) has a solution.

This completes the proof of Theorem 3.2.

4 Conclusion

In this paper we have presented observer for a class of nonlinear systems with time-varying

delay. The analysis of its convergence was obtained form Lyapunov-Krasovskii and H1 theory.

Su�cient conditions, independant of the delay, expressed in terms of the existence of a certain

Riccati equation and of a frequency domain criterion have been obtained.

References

Bhat, K. and H. Koivo (1976). \An observer theory for time-delay systems," IEEE Transactions

on Automatic Control, 21, pp. 266{269.

Fairman, F. and A. Kumar (1986). \Delayless Observers for Systems with Delay," IEEE Trans-

actions on Automatic Control, 31, no. 3, pp. 258{259.

Gressang, R. and G. Lamont (1975). \Observers for systems characterized by semigroups," IEEE

Transactions on Automatic Control, 20, pp. 523{528.

Hamidi-Hashemi, H. and C. Leondes (1979). \Observer theory for systems with time-delay,"

International Journal of Systems Sciences, 10, pp. 797{806.

1339

Proceedings of the 7th Mediterranean Conference on Control and Automation (MED99) Haifa, Israel - June 28-30, 1999



Kamen, E. (1982). \Linear systems with commensurate time delays:Stability and stabilization

independant of delay," IEEE Transactions on Automatic Control, 27, pp. 367{375.

Kolmanovskii, V. and A. Myshkis (1992). Applied theory of functional di�erential equations,

Kluwer Academic Publishers, Dordrecht.

Kolmanovskii, V. and V. Nosov (1986). Stability of Functional Di�erential Equations, New-York,

Academic Press.

Lee, E. and A. Olbrot (1981). \Observability and related structural results for linear hereditary

systems," International Journal of Control, 34, no. 6, pp. 1061{1078.

Malek-Zavarei, M. and M. Jamshidi (1987). Time Delay Systems: Analysis, Optimization and

Applications, North-Holland.

Pearson, A. and Y. Fiagbedzi (1989). \An observer for Time Lag Systems," IEEE Transactions

on Automatic Control, 34, pp. 775{777.

Petersen, I., B. Anderson, and E. Jonckheere (1991). \A �rst principles solution to the non-

singular h1 control problem," International Journal of Robust and Nonlinear Control, 1,

no. 3, pp. 171{185.

Pourboghrat, F. and D. Chyung (1984). \State variable reconstruction of delay systems," in

Proceedings of the 34th IEEE Conference on Decision and Control, pp. 869{870. Las Vegas,

NV.

Raghavan, S. and J. Hedrick (1994). \Observer design for a class of nonlinear systems," Inter-

national Journal of Control, 59, no. 2, pp. 515{528.

Rajamani, R. (1998). \Observers for Lipschitz Nonlinear Systems," IEEE Transactions on Au-

tomatic Control, 43, no. 3, pp. 397{401.

Salomon, D. (1980). \Observers and duality between observation and state feedback for time

delay systems," IEEE Transactions on Automatic Control, 25, pp. 1187{1192.

Watanabe, K. (1986). \Finite spectrum assignment and observer for multivariable systems with

commensurate delays," IEEE Transactions on Automatic Control, 31, pp. 543{550.

Watanabe, K. and T. Ouchi (1985). \An observer of systems with delays in state variables,"

International Journal of Control, 41, no. 1, pp. 217{229.

1340

Proceedings of the 7th Mediterranean Conference on Control and Automation (MED99) Haifa, Israel - June 28-30, 1999


	HOME
	SESSION

