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Abstract
   Related to the error dynamics of an adaptive system, averaging theorems are developed for coupled

differential equations which consist of ordinary differential equations and a parabolic partial differential equation.

The results are then applied to the convergence analysis of the parameter estimate errors to zero in the model

reference adaptive control of a nonautonomous parabolic partial differential equation with slowly time varying

parameters.

Keywords: Adaptive control, averaging method, convergence analysis, parabolic partial differential equation,

slow varying system

1  Introduction

In recent control literature the adaptive control/identification of distributed parameter systems are

getting more attention (Balas, 1983; Baumeister and Scondo, 1987; Kobayashi, 1988; Banks and

Kunisch, 1989; Miyasato, 1990; Hong and Bentsman, 1992; Bentsman et al., 1992; Hong and

Bentsman, 1994a,b; Demetriou and Rosen, 1994; Hong, 1997; Baumeister et al., 1997). There have

been increasing efforts for the last several years in explicit incorporation of time-varying parameters

into adaptive control analysis (Tsakalis and Ioannou, 1993). Also the averaging method has been

emerged as a powerful tool for the analysis of adaptive algorithms. The aim of this note is to bring

these two streams together with the hope that the averaging method can yield extra insights on the ada-

= This work was supported in part by the Korea Science and Engineering Foundation under KOSEF Grant
971-0920-137-2.

* Email: kshong@hyowon.pusan.ac.kr.
** E-mail: v.solo@zen.efs.mq.edu.au.
‡  E-mail: jbentsma@uiuc.edu

2207

Proceedings of the 7th Mediterranean Conference on Control and Automation (MED99) Haifa, Israel - June 28-30, 1999



ptive control process in the presence of time-varying parameters. The adaptive control design follows

that in (Hong and Bentsman, 1994a), which dealt with an autonomous parabolic plant, but the

presence of time-varying parameters considered here calls for new averaging theorems. It is shown

that a similar design methodology can be extended to the systems with time-varying coefficients.

   In Section II, the model reference adaptive control (MRAC) of a time-varying parabolic system is

firstly introduced with the Lyapunov redesign method. In Section III, averaging theorems are

developed for coupled ordinary and partial differential equations, which are motivated from the error

dynamics of the adaptive control.  Next the convergence of parameter errors to zero is investigated

through averaging. Even both the treatment of time-varying parameters of the parabolic system and

the averaging analysis for coupled ODE/PDE are new, the main focus of this note is to show the

convergence of parameter errors to zero through averaging. For detailed construction of adaptive

controller or related issues refer to (Astrom and Wittenmark, 1995; Sastry and Bodson, 1989; Bank

and Kunisch, 1989). In this manuscript, B, C and L denote generic constants.

2  Problem setup

Consider a nonautonomous parabolic partial differential equation as

utbta xxt ++= ξεξεξ )()( , 10 ≤≤ x , 0≥t , (2.1)

)(),0( tgt a=ξ , )(),1( tgt b=ξ ,

)()0,( 0 xx ξξ = ,

where ),( txuu =  is the control input, ),( txξξ =  is the distributed state, dtdt ξξ = , and

22 xxx ∂∂= ξξ . The coefficients )( ta ε  and )( tb ε  are bounded slowly varying parameters, where ε

indicates the slowly varying nature of the system. Specifically in heat transfer they are referred to as

heat conductivity and radiation factor, respectively. Assume 10 <<< ε , so that the variation is slow,

i.e. )()( εε Odttda =  and )()( εε Odttdb = . However, the amplitude variations of the parameters are

large, i.e. )1()( Ota =ε , )1()( Otb =ε . For instance, )sin(2)( tta εε −= , )cos(2)( ttb εε +−=  would

be plausible examples.

   Along with system (2.1) consider a reference model with the same boundary conditions as

rba mmmxxmmt ++= ξξξ , 10 ≤≤ x , 0≥t (2.2)

)(),0( tgt am =ξ , )(),1( tgt bm =ξ ,

)()0,( 0 xx mm ξξ = ,

where the subscript m  stands for model, and ),( txrr =  is the reference signal. Note that )(tga  and

)(tgb  could also be thought as the boundary reference signals. Constant coefficients 0>ma  and

0<mb  are assumed.

   Now adopting the procedure in (Hong and Bentsman, 1994a), consider a control law of the form

rbbaau mxxm +−+−= ξξ )ˆ()ˆ( , (2.3)

where â  and b̂  are adaptive estimates to be specified. Substituting (2.3) into (2.1) yields the closed

loop plant equation as

rbbaa mxxmt +−+−= ξξξ )
~

()~( , (2.4)
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where aaa −= ˆ~
∆

, bbb −= ˆ~ ∆
 are the parameter estimation errors. Note that if 0

~~ == b a , then (2.4) is

exactly the same as (2.2). Introducing the state error me ξξ −= , the following state error equation is

derived.

)
~~()

~
()~( mmxxmxxmt baebbeaae ξξ +−−+−= , (2.5)

0),1(),0( == tete ,

)()()0,( 00 xxxe mξξ −= .

Now, consider a functional ( ) +→× RRLV 2
2 1,0:  such that

)
~~(

2

1
,

2

1
)( 22 baeetV ++=

ε
, (2.6)

where     ⋅⋅ ,  is the inner product in space )1,0(2L  defined as ∫=
1

0
),(),(,

 

 
dxtxgtxhgh , and with

the induced norm   ⋅ . Differentiating (2.6) with respect to t  along (2.5) yields
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(2.7)

Choose

( ) aaeeea mxxxx && −−+= ˆ,,~ σξε , (2.8a)

( ) bbeeeb m
&& −−+= ˆ,,

~
σξε . (2.8b)

where σ  is a positive constant (σ -modification, see Tsakalis and Ioannou, 1993). Substituting

(2.8a,b) into (2.7) yields.
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 (2.9)

where 1α  and 2α  are positive constants. The existence and uniqueness of the solutions of (2.5) and

(2.8a,b) are addressed in Appendix A. Now the above development is summarized as follows

Theorem 1: Consider equations (2.5) and (2.8a,b). Assume that a  and b  are bounded with

bounded derivatives. Then, all signals in the closed loop are uniformly ultimately bounded.

Proof: The conclusion directly follows by extending the work of (Corless and Leitmann, 1981).

Remark 1: If a  and b  are constant, i.e. 0== ba && , then 2α  in (2.9) can be set to zero. This

implies that (2.6) is a Lyapunov function and therefore the stability of an equilibrium point

( ) )0,0,0(
~

,~, =bae  is guaranteed. Furthermore, the convergence of state error e  to zero is also

guaranteed by Barbalat’s Lemma (Narendra and Annaswamy, 1989) or by the uniqueness and
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semigroup properties of the solution (Hong, 1997). In our case, however, the time-varying behavior of

the system does not allow this situation in general.

Remark 2: It will be shown in Section III, however, that if the system is slowly varying, a~  and

b
~

 converge to zero and therefore 2α  converges to zero. This will eventually achieve the model

following control problem for the time-varying plant. In averaging analysis, the adaptation law is also

assumed slow, but it is relatively faster than the time-varying behavior of the plant.

Remark 3: The differential equations for the controller parameters in (2.3) are written as

( )
( ) .ˆ,,ˆ

,ˆ,,ˆ

beeeb

aeeea

m

mxxxx

σξε

σξε

−+=

−+=
&

&

(2.10)

Two things are noted for (2.10): The tuning laws are implementable and the positive constant σ  has

been intentionally introduced to improve the robustness of the adaptive system. It is remarked that the

same conclusions of averaging analysis can be deduced with or without this σ -modification.

Now we turn to the analysis of parameter error convergence to zero through averaging. Define

[ ]T 
b  a
~~=θ , then (2.8a,b) can be written as follows

( )tetf εθεθ ,,,=& (2.11)

Note that )(⋅f  is a functional of e  rather than a function of e . The explicit appearance of time t  as

an argument in f  comes from the exogenous signal ξ . The first ε  in front of f  denotes the

adaptation gain and the second ε , as an argument of f , denotes the existence of slow-varying

parameters. If the two ε ’s are different, the bigger one can be chosen as the representative one.

In (Bentsman et al., 1992; Hong and Bentsman, 1994b), averaged systems corresponding to (2.8a,b)

have been explicitly computed. Associated with (2.5) a frozen state )(~
, ⋅θτe  is defined through

[ ]θξξθτθτθτ
~

)
~

()~( ~
,

~
,|

~
,|     ebbeaae mmxxm xxm t −−+−= (2.12)

where parameters a~  and b
~

 are assumed to be frozen, and

ttxee  t ∂∂= ),(~
,

~
,| θτθτ ,

2~
,

2~
,| ),( xtxee  xx ∂∂= θτθτ .

3  Averaging analysis

   Consider a coupled system as

( )tetf εθεθ εεε ,,,=& , (3.1)

( ) ( ) [ ]mmxxmxxmt bae bbe aae ξξ εεεεεεε ~~~~ +−−+−= . (3.2)

(3.1) and (3.2) correspond to (2.11) and (2.5), respectively. The superscript ε  is affixed to denote the

variables in fast time t  prior to a time scaling. An averaged system associated with (3.1) is introduced

as

( )ttft avavav εθεθ ),()( =& (3.3)

where the averaged function is defined by
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( ) ( )∫
+

→∞
=

Tt 

t av
T

avav d tef
T

tf σεσθσεθ ε ),(,,
1

lim, (3.4)

if the limit exists uniformly in t . It is assumed that Bf ≤)0,0,0,(σ , and Bfav ≤)0,0( . With a new

time scale (slow time) tετ = , (3.3) can be rewritten as

)),(()( ττθτθ aava f=& (3.5)

   The closeness of the two solutions of primary system (3.1) and averaged system (3.3) is now

investigated. With a sufficiently small ε , (3.1) is integrated in t  and is re-scaled to the slow time

tετ =  as follows

σεθτεθτθ
τε

σ
εε

ε df
 

 ∫
−

+== −
1

0
1 )0()()( , (3.6)

where ( )εσσσθσ εε
σ ),(),(, eff = . The subscript ε  denotes the re-scaled variable in the slow time.

Similarly, for averaged system (3.3) and re-scaled system (3.5) the following is obtained

( ) σεσεσθεθτεθτθ
τε

d f
 

 aavaava ∫
−

+== −
1

0
1 ),()0()()( . (3.7)

Now subtract (3.7) from (3.6), then we have

)()0()()()( τ∆τθτθτ∆ εεεε Ia +=−= , (3.8)

where

)0()0()0( aθθ∆ ε
ε −= ,                                  (3.9)

[ ] σεσεσθετ
τε

σε d ffI
 

 aav∫
−

−=
1

0
)),(()( . (3.10)

By introducing a frozen state as an intermediate state between σf and avf , the evaluation of (3.10)

can be carried out in two stages as follows

)()()( τττ εεε BA III += ,

where ( )[ ] σεσσεσθσετ
τε

εσθεσσε d effI
 

 aA a∫
−

−=
1

0 )(, ),(),(,)( , (3.12)

 ( ) ( )[ ] σεσεσθεσσεσθσετ
τε

εσθεσε d fefI
 

 aavaB a∫
−

−=
1

0 )(, ),(),(),(,)( . (3.13)

Note that the first integral )(τεAI  deals with the approximation of the fast system σf  by the frozen

system )(, ⋅
a

f θτ , whereas the second integral )(τεBI  deals with the approximation of the frozen

system )(, ⋅
a

f θτ  by the averaged system )(⋅avf .

   Now, specific bounds for both integrals (3.12), (3.13) are obtained. For proper implication, a

bound for the second integral )(τεBI  is firstly derived as follows.

)()( ετε TB CI ≤ , T≤≤ τ0 , (3.14)

where 0)( →εTC  as 0→ε . Detailed derivations of (3.14) are gathered in Appendix B. In obtaining

(3.14), a general Lipschitz condition on f  has been assumed

( ) ( ) ττθθτθστθσ ′−+′−+′−≤′′′− 111,,,,,, LeeLL efef , 1L = constant > 0. (3.15)

The satisfaction of (3.15) for our case is obvious. Now for the first integral )(τεAI , a bound as
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following is obtained

( ) ( )

.)()()(
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1

1

0 )(,1

0 )(,
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It is shown in Appendix C that (3.15) again ensures

Bd ee
 

 a
≤−∫

−

σσσ
τε

εσθεσ
ε

1

0 )(, )()( . (3.17)

Finally, the combination of (3.8), (3.14) and (3.16)-(3.17) yields

BLCdssL
 

 T∫ +++≤
τ

εεε εε∆∆τ∆
0 11 )()()0()( . (3.18)

The Bellman-Gronwall inequality then gives

( )BLCe T
L

1)()0()( 1 εε∆τ∆ ε
τ

ε ++≤ , T≤≤ τ0 (3.19)

which again implies

)()()(sup)(sup
00

ετθτθτ∆ ε
τ

ε
τ

Ta
TT

B≤−=
≤≤≤≤

(3.20)

where 0)( →εTB  as 0→ε .

   All above development is now summarized as follows.

Theorem 2: Consider (3.1)-(3.2) and (3.3) with appropriate regularity conditions. Then for fixed

T  and sufficiently small ε

)()()(sup
0

εθθ ε

ε

Tav
Tt

Btt ≤−
≤≤

 (3.21)

where 0)( →εTB  as 0→ε .

   Remark 4: Theorem 2 asserts the closeness of the two solutions of (3.1) and (3.3) for sufficiently

small ε . It does not yet connect the stability properties between (3.1)-(3.2) and (3.3). However with

further assumptions on avf  the following theorem can be stated.

Theorem 3: Consider (3.1)-(3.2) and (3.3) with appropriate regularity conditions. Assume further

that averaged system (3.3) is exponentially stable, then the trivial solutions 0)( =tεθ , 0)( =teε  are

exponentially stable for sufficiently small ε .

Proof: The proof follows exactly that of Theorem 4.3 in (Hong and Bentsman, 1994a).

4  Application and Simulations

   In this section the averaging theorems are applied to the convergence analysis of the controller

parameter errors to zero.

1) Linear Analysis: To see an explicit expression for the averaged system, (2.5) and (2.8a,b) are

linearized, following the work of Anderson et al. (1986), around zero. Then, we have

aea mxx && −><= ξε ,~ (3.22a)

beb m
&& −><= ξε ,

~
(3.22b)

0)0,(,0),1(),0(),
~~( ===+−+= xetetebaebeae mmxxmxxmt ξξ (3.23)
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0)0,(,0),1(),0(, ===++= xttrba mmmmmmxxmmt ξξξξξξ (3.24)

Note that all initial conditions are set to zero since they do not affect the final form of averaged system.

The solution of (3.24) with )(),( xtxr φ=  is of the form

)()1(),(
1

xe
k

tx n
tk

n n

n
m

n ϕ
φ

ξ −
∞

=
−= ∑ (3.25)

where mmn bnak −= 2)( π , )sin()( xnxn πϕ = , and ><= )(),(2 xx nn ϕφφ . Similarly, the

solution of (3.23) is of the form

)()(),(
1

1

0

)( xdFetxe n
n

n
tkn ϕσσσ∑ ∫

∞

=

−−




= (3.26)

where >+<−= )(,
~~2)( xbatF nmmxxn ϕξξ = be

k
ae

k

n tk

n

ntk

n

n nn
~

)1(~)1(
)( 2

−− −−−
φπφ

.

The substitution of (3.25) and (3.26) into (3.22a,b) and the application of (3.4) to the right hand

side of (3.22a,b) yield
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&
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&

(3.27)

where 0<Atr  and 0det >A  (see Hong and Bentsman (1994b)). Note that if a&  and b&  are almost

periodic functions, the second term in (3.27) becomes zero. Therefore, the trivial solution of (3.27) is

exponentially stable if there exists at least one 0≠nφ , which is one of the Fourier coefficients of

)(xφ , which is the case that 0)( ≠xφ  on at least one interval of nonzero measure. Combined with the

results of Theorem 3, this implies that the zero equilibrium of (2.5) and (2.8a,b) is uniformly

asymptotically stable, and that there is a neighborhood of zero equilibrium where both a~  and b
~

have exponential convergence to zero.

2) Frozen State Analysis: The error dynamics with a frozen state error equation are defined by

(2.8a,b) and (2.12), where a~  and b
~

 in (2.12) are assumed to be frozen. The solution of (2.12) is in

the same form of (3.26) except )
~

())(~( 2 bbnaak mmn −−−= π . The averaged system corresponding

to (2.5) and (2.8a,b) will be nonlinear. Since the stability of the zero equilibrium of a nonlinear system

can be determined by the linearized system at that equilibirum point, the result of case 1) already

implies the stability of the zero solution of case 2).

3) Simulations: Let the plant be given with homogeneous boundary conditions as

utbta xxt ++= ξεξεξ )()( , 10 ≤≤ x , 0≥t

0),1(),0( == tt ξξ , )sin(2.0)0,( xx πξ =

where )( ta ε  and )( tb ε  are unknown time-varying coefficients. In simulations, however, they are

assumed to be )sin(5.2 tε−  and 0, respectively, with 1.0=ε . Let the reference model be
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0.55.0 += mxxmt ξξ , 10 ≤≤ x , 0≥t .

0),1(),0( == tt mm ξξ , )sin()0,( xxm πξ −=

The adaptive gain in (2.10) is chosen as 0.4. Fig. 1 and Fig. 2 show the behaviors of the reference

model and the plant, respectively. Fig. 3 shows the exponential convergence of state error ),( txe  to

zero. Fig. 4 shows the exponential convergence of the estimated parameter )(ˆ ta  to the plant

parameter )( ta ε .

5  Conclusions

   In this note averaging theorems are developed for coupled ordinary and partial differential

equations and applied to the asymptotic convergence analysis of parameter estimate errors to zero in

the model reference adaptive control of a time-varying parabolic partial differential equation.
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Appendix A. Existence and Uniqueness

Rewrite nonlinear error equations (2.5) and (2.8a,b), replaced by aaa −= ˆ~  and bbb −= ˆ~
, in the

following form

),()( ztFztAz +=& , 0)0( zz = (A.1)

where ( )Tbaez ˆ,ˆ,= , and
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aaatA mm
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∂

∂
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∆
. Define a state space as 2

2 )1,0( RLH ×=
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, and

( ){ }Rba  ee  HHeHbaeAD ∈==∈∈= ˆ,ˆand),1(0)0(with)1,0()1,0(:ˆ,ˆ,)( 1
0

2 I . (A.2)

Note that the boundary conditions of (2.5) have been incorporated in the space )1,0()1,0( 1
0

2 HH I ,

which is the domain of the differential operator 0A . )(AD  is dense, and A  is a closed operator

(Walker, 1980).
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where ( ) ( ){ }σπ ,ˆˆmin 2
1  bbbaaaC mm −+−−+=  > 0, and 0)ˆ( ≥≥−+ aaaam ∆  is assumed. Now

by the linearity of A , we see that AI −ω  is monotone (accretive) for every 1C≤ω . Hence

HHADA →⊂)(:  is the infinitesimal generator of a linear process

{ } ( ){ } 00 )(ˆ),(ˆ),0,()( ≥≥ = tt tBtAtEtS  on H  (See (Walker, 1980), Theorem 3.2, p. 92). Note that the first

component )0,(tE  is generated by 0A . Note also that 0)0,( etE  is the strong solution of the

evolution equation )()( 0 teAte =&  for every )( 00 ADe ∈ .

   Now set ( )baez ˆ,ˆ,=  and ( )'ˆ,'ˆ, baez ′=′ . Then
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zzCztFztF ′−≤′− 2),(),( , (A.4)

2216

Proceedings of the 7th Mediterranean Conference on Control and Automation (MED99) Haifa, Israel - June 28-30, 1999



where 2C  is a constant. Therefore HHF →:  is locally Lipschitz continuous in H . Thus a unique

solution exists. Finally the solution of (2.5) can be written in the following variation of constant

formula (Henry, 1981; Pazy, 1983)

( ) ττξττξττ d batEetEte mmxx
t 

 
)()(

~
)()(~),()0()0,()(

0
−−+= ∫ , (A.5)

where ),( stE  is the evolution operator associated with 0A  in the space )1,0(2L .

Appendix B. Bound (3.14)

   Following the work of (Solo, 1996), the integral (3.13) is divided into small pieces as follows.

Introduce a sequence of increasing integers ∞→εN  as 0→ε  such that }{ εn  is an increasing

sequence:

∞→==
ε

δ
ε
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ε
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1

 as 0→ε .

   Then, (3.13) can be written as
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and Ts ≤≤0 . In the sequel it will be shown that

0)( →τϕε , (B.2)

as 0→ε  uniformly in T≤≤ τ0 . Therefore, the following result holds
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∆
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as 0→ε .

   To prove (B.2) )(τϕε  is considered into three pieces as follows
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From the Lipschitz condition (3.15), the first term (B.4a) is bounded as
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To bound the first term in (B.5) we use the following

( ) τττθτθεσθ
εσ

τ
′′′=− ∫ d f

 

 aavaa ),()()( .

Since )(⋅avf  also obeys the Lipschitz condition, it follows that
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which again implies that
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sn
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,

for T≤≤ τ0 .

To bound the second term in (B.5), differentiate (2.12) with respect to θ .
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∂
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)(,
,

e
e  and the other terms with subscripts are defined similarly. By differentiating

(2.12) with respect to τ , a similar equation for τ
θτ ,e  is derived. The following results now hold from

the parabolic boundedness lemma of Appendix D.

Be ≤∂∂ τσθτ )(, , and Be ≤∂∂ θσθτ )(, . (B.6)

Then the second term in (B.5) is bounded by
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by similar arguments given above. Finally, we have

Ba εε δτϕ ≤)( ,

for T≤≤ τ0 . Therefore, (B.2) holds for )(τϕεa . Through similar analysis it can be shown that (B.2)

holds for )(τϕεc  and )(τϕεb , respectively. Q.E.D.

Appendix C. Fast state dynamics

In this appendix a bound for the fast state e  is obtained. Rewrite (2.5) as

( ) ( ) ( )θ
~

,
~~ the bbe aae mxxmt −−+−= ,

where ( ) [ ]θξξθ
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,  th mmxx= . Denoting )()(ˆ )(, tete tt a εθε= , the following approximate system is
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where )(ˆ )(,| tee ttxxxx a εθε= . Thus the error dynamics between )(te  and )(ˆ te  is obtained as
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Now apply the parabolic boundedness lemma of Appendix D to deduce
2~ Be ε≤
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≤
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. The first inequality follows from (3.15). The second one follows from

Appendix C, since ha ≤θ .

Appendix D. Parabolic boundedness lemma

Lemma D: Consider the following time-varying parabolic system:
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Proof. The parabolic system (D.1) has a solution
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as required.
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Fig. 1. Solution of reference model (2.2): ),( txmξ .

Fig. 2. Solution of plant (2.1) which follows (2.2): ),( txξ .
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Fig. 3. Exponential convergence of state error ),( txe  to zero.

Fig. 4. Exponential convergence of estimated parameter )(ˆ ta  to plant parameter )(ta .

)(ta

)(ˆ ta
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