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Abstract

This paper considers the stabilization problem for systems with a single delay h in the
feedback loop. The state-space parametrizations of all stabilizing regulators are derived.
These parametrizations have simple structures and clear interpretations. In particular, it
is shown that every stabilizing controller consists of a delayed state observer, an h time
units ahead predictor and a stabilizing state feedback. Some applications of the proposed
parametrization are discussed.

1 Introduction and problem formulation

Dead-time systems are the systems with a time delay between control inputs and measured
outputs (Palmor, 1996). Such time delays appear frequently in industrial processes, economical
and biological systems. Moreover, dead-time systems may serve as an alternative of high-order
or infinite-dimensional models for describing complicated physical phenomena (Zwart and
Bontsema, 1997).

In this paper we are concerned with the (internal) stability of dead-time systems in a general
linear fractional transformation (LFT) framework. To describe the problem, consider first a
general LFT in Fig. 1(a), where P̃ and K̃ are LTI generalized plant and controller, respectively.
Recall (Green and Limebeer, 1995) that the LFT in Fig. 1(a) is said to be internally stable if the
nine transfer matrices mapping w̃, ṽ1, and ṽ2 to z̃, ỹ, and ũ are stable, that is they belong toH∞.
In the case when P̃(s) is rational (i.e., finite dimensional) the stability problem for the setup
in Fig. 1(a) is well studied, see, e.g., (Green and Limebeer, 1995; Zhou et al., 1995). Namely,
the necessary and sufficient conditions for the stabilizability exist and the set of all K̃ which
internally stabilize the system is parametrized (the so-called Youla parametrization). The results
are particularly elegant in the state-space setting, where the Youla parametrization has a nice
interpretation in terms of the observer-based structure.

A general dead-time system in the LFT setup is shown in Fig. 1(b), where P is a rational
part of the generalized plant with the transfer matrix

P(s) =

[
P11(s) P12(s)

P21(s) P22(s)

]
=

 A B1 B2
C1 D11 D12
C2 D21 0

, (1)
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Figure 1: LFT stability setup

the controller K is supposed to be proper, and e−sh is the delay element. The following stability
problem is dealt with in the paper:

SP: Given the dead-time setup in Fig. 1(b) with the rational part of the generalized plant
(1), find conditions when the closed-loop system is internally stable and characterize all
proper controllers stabilizing the system.

Note, that the system in Fig. 1(b) belongs to the class of infinite-dimensional systems. The
stability of infinite-dimensional systems can in principle be analyzed using the coprime factor-
ization approach (Vidyasagar, 1985), much in parallel to the analysis of the finite-dimensional
systems. The factorization approach, however, appears to be too general for the system in
Fig. 1(b). Consequently, the parametrization of all stabilizing controllers resulting from the
factorization approach destroys simple and physically meaningful structure of the problem. It
is therefore of interest to treat SP using more problem-oriented approaches which exploit the
structure of the system to a maximum extent.

2 Parametrization

To solve SP we need a preliminary result, which establishes that the stability problem for the
dead-time setup in Fig. 1(b) can be reduced to an equivalent problem for the setup in Fig. 1(a)
with rational (i.e., delay-free) P̃. To this end, define the following auxiliary system:

P̃(s) =

[
P̃11(s) P12(s)

P21(s) P̃22(s)

]
,

where P̃11(s) and P̃22(s) are some rational proper LTI systems and the non-diagonal blocks are
the same as for P. The lemma below, the first part of which is just an extension of (Curtain and
Zhou, 1996, Lemma 2.2) and (Zwart and Bontsema, 1997, Lemma 3.11), plays a key role in the
discussion to follow.

Lemma 1. Let P̃11 and P̃22 be such that the transfer matrices Ξ11(s)
.
= P11(s) − e−shP̃11(s) and

Ξ22(s)
.
= P̃22(s) − e−shP22(s) are stable. Then

K̃(s)
.
=
(
I− K(s)Ξ22(s)

)−1
K(s) (2)

is proper iff so is K(s) and K internally stabilizes the system in Fig. 1(b) iff K̃ internally stabilizes the
system in Fig. 1(a). Furthermore, for any K the following equality holds:

F`
(
P(s), e−shK(s)

)
= Ξ11(s) + e−shF`

(
P̃(s), K̃(s)

)
. (3)
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Figure 2: Equivalent setup

Proof. Consider the system in Fig. 2. Using standard manipulations with block-diagrams one
can show that this system is equivalent to that in Fig. 1(b), where ṽ1 = v1 + Ξ22 v2 and ṽ2 = v2.
Thus, the connection between the input and output signals in Fig. 1(a) and 1(b) is as follows: w̃ṽ1

ṽ2

 =

 e−sh 0 0

0 I Ξ22
0 0 I

 wv1
v2


and  z̃ũ

ỹ

 =

 I 0 0

0 I −Ξ22
0 0 I

 zu
y

+

 −Ξ11 0 0

0 0 Ξ22
0 0 0

 wv1
v2

,
from which the equivalence between the stability of these systems follows immediately. Since
P22(s) is strictly proper so is Ξ22(s) and then the inverse in (2) is well defined for any proper
K(s) and is proper, but not strictly proper. The properness of K̃(s) in (2) is then equivalent to
the properness of K(s). Finally, equality (3) follows directly from Fig. 1.

Remark 2.1. Note, that if P22 is stable, then in Lemma 1 one can simply chose P̃22 = P22. In
this case, the modified controller K̃ is just the famous Smith predictor (Smith, 1957) (see also
(Palmor, 1996) where numerous generalizations are discussed) for P22. Actually, the rationale
behind the proof of Lemma 1 is the same as in the Smith predictor case: to draw the delay out of
the feedback loop. Thus, in general case K̃ can be thought of as a generalized Smith predictor.

As seen from Lemma 1, the stabilizability of the dead-time setup in Fig. 1(b) can be reduced
to the stabilizability of the standard finite-dimensional system in Fig. 1(a). The latter problem,
in turn, can be solved using standard approaches. Thus, the SP can be reduced to a simpler
problem for which the solution is known. The central step in this direction is to find causal P̃11
and P̃22 such that Ξ11 and Ξ22 are stable.

Consider the following candidates for P̃11 and P̃22:

P̃11(s) =

[
A eAhB1
C1 0

]
, (4a)
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Figure 3: Youla parametrization for the dead-time setup

(its impulse response is a “truncation” of the impulse response of eshP11 to R+) and

P̃22(s) =

[
A B2

C2e
−Ah 0

]
, (4b)

(its impulse response is a continuation of the impulse response of e−shP22 to the whole semi-
axis R+). It can be verified that in this case the transfer matrices

Ξ11(s) = D11 + C1(sI−A)−1(I− e−(sI−A)h)B1 (5a)

and

Ξ22(s) = C2e
−Ah(I− e−(sI−A)h)(sI−A)−1B2 (5b)

are entire functions of s (actually, they have finite impulse responses with the support in [0, h])
and thus both belong to H∞. Hence, the transfer matrices in (4) satisfy the assumption of
Lemma 1. The auxiliary generalized plant has then the following transfer matrix:

P̃(s) =

 A eAhB1 B2
C1 0 D12

C2e
−Ah D21 0

. (6)

Now, the finite dimensional (6) is stabilizable by an output feedback controller iff the pair
(A,B2) is stabilizable and the pair (C2e

−Ah, A) is detectable. It is clear that the latter condi-
tion is equivalent to the detectability of the pair (C2, A). To solve SP one therefore needs to
parametrize the set of all stabilizing controllers for plant (6) and then feed the control signal
back through the gain Ξ22. This leads to the following theorem:

Theorem 1. There exists a proper K(s) achieving internal stability of the setup in Fig. 1(b) iff (A,B2)

is stabilizable and (C2, A) is detectable. Further, let F and L be such that A + B2F and A + LC2 are
Hurwitz. Then all controllers solving SP can be parametrized as the transfer matrix from y to u in
Fig. 3, where

J(s) =

 A+ B2F+ eAhLC2e
−Ah −eAhL B2

F 0 I

−C2e
−Ah I 0


and

Ξ22(s) =

[
A B2

C2e
−Ah 0

]
− e−sh

[
A B2
C2 0

]
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and with anyQ(s) ∈ H∞. Furthermore, the set of all closed-loop transfer matrices fromw to z achievable
by an internally stabilizing controller is

F`
(
P(s), e−shK(s)

)
= Ξ11(s) + e−sh

(
T11(s) + T12(s)Q(s)T21(s)

)
, (7)

where

[
T11(s) T12(s)

T21(s) 0

]
=


A+ B2F −B2F eAhB1 B2

0 A+ eAhLC2e
−Ah eAh(B1 + LD21) 0

C1 +D12F −D12F 0 D12
0 C2e

−Ah D21 0


and

Ξ11(s) =

[
A B1
C1 D11

]
− e−sh

[
A eAhB1
C1 0

]
.

Proof. The result follows by application Theorems 12.8 and 12.16 in (Zhou et al., 1995) to (6).

Some remarks are in order:
Remark 2.2. The generator of all stabilizing controllers J and the generators of all closed-loop
maps Tij have the same structure and are of the same dimensions as the corresponding transfer
matrices in the delay-free case. Moreover, since Ξ11(s) is an entire function andA+eAhLC2e

−Ah

is similar to A + LC2 the closed-loop poles in the dead-time setup do not depend on the delay
h.
Remark 2.3. As in the Smith predictor case, the internal feedback through Ξ22 is added to pre-
dict the output of P22. Unlike the Smith predictor, which has infinite impulse response and
thus is sensitive to the instability in the plant, Ξ22 is an FIR system. The latter guarantees the
stability of the internal feedback (see the discussion in (Palmor, 1996, §10.10)). In fact, Ξ22 is the
minimum variance h-unit predictor for P22.

The presence of the predictor in the feedback loop is intriguing. Indeed, since the feedback
loop contains the delay one would expect that a stabilizing controller attempts somehow to
“predict” the process behavior h time units ahead. Yet the role of the predictor Ξ22 in Theo-
rem 1 is not evident. The reasoning above suggests that there might be a different form of the
parametrization in Theorem 1, which shows clearly the prediction nature of the controller.

The goal of the rest of this section is to show that any stabilizing controller for the dead-time
process in Fig. 1(b) does attempt to predict its state vector. To this end, let us move the delay
e−sh to the measurement y (this can always be done since K is LTI), that is assume that only
y(t − h) is available for the controller at time t. Let xJ be the state vector of J and define the
following function:

η(t)
.
= e−Ah

(
xJ(t) −

∫ t
t−h

eA(t−τ)B2u(τ)dτ

)
.

Denote also yf
.
= Ξ22u. Then using the fact that yf(t) = C2e

−Ah
∫t
t−h e

A(t−τ)B2u(τ)dτ one gets:

η̇(t) = e−Ah
(
A+ B2F+ eAhLC2e

−Ah
)
xJ(t) − L

(
y(t− h) + yf(t)

)
+ e−AhB2υ(t)

− e−AhA

∫ t
t−h

eA(t−τ)B2u(τ)dτ− e−AhB2u(t) + B2u(t− h)

= Aη(t) + B2u(t− h) − L
(
y(t− h) + yf(t) − C2e

−AhxJ(t)
)

= Aη(t) + B2u(t− h) − L
(
y(t− h) − C2η(t)

)
.
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The equation above is actually the observer for the delayed plant state x(t − h). Proceeding
further, one gets:

ε(t) = −C2e
−AhxJ(t) + y(t− h) + yf(t)

= −C2η(t) + y(t− h),

that is ε is the innovation for the delayed observation. Finally, the state vector of J, which is

xJ(t) = eAhη(t) +

∫ t
t−h

eA(t−τ)B2u(τ)dτ,

is clearly just the h-units predictor for η. We thus have the following result:

Theorem 2. All controllers of the form e−shK(s) internally stabilizing the dead-time system in Fig. 1(b)
have the following observer-predictor-based (O&P) form:

ẋo(t) = Axo(t) + B2u(t− h) − L
(
y(t− h) − C2xo(t)

)
(observer)

xp(t) = eAhxo(t) +

∫ t
t−h

eA(t−τ)B2u(τ)dτ (predictor)

u(t) = Fxp(t) + υ(t),

where υ = Qε, where ε(t) = y(t − h) − C2xo(t) is the innovation and Q(s) ∈ H∞ but otherwise is
arbitrary.

Theorem 2 shows that every stabilizing delayed controller is a combination of a stable ob-
server of the delayed plant state, an h-ahead predictor of the observer state, and a stabilizing
state (prediction) feedback plus a weighted (by a stable weight) observation error. This struc-
ture is similar to the standard observer-based structure of the set of all stabilizing controllers
for systems without dead-time. The difference is caused by the fact that controller has delayed
information about the process and thus only the delayed process state can be observed. Hence,
in order to implement a state feedback law, the controller attempts to “compensate” the lack of
information by the use of a prediction.

Note, that when Q = 0 the controller in Theorem 2 is actually the controller proposed by
Furukawa and Shimemura (1983). Such a structure in (Furukawa and Shimemura, 1983) was
postulated and then the closed-loop stability was proved. It therefore seemed that the O&P-
based structure is just one possible choice among others and the question of whether this choice
is justifiable or not was still open (cf. (Palmor, 1996, §10.9.3)). Theorem 2 shows clearly that the
O&P-based controller structure is inherent in the context of the dead-time control, much like
the observer-based one is in the delay-free case.

3 Applications

In this section two application of the results presented in the previous section are outlined. In
§3.1 the H2 optimization problem for the dead-time systems is treated, and in §3.2 the robust
stability against additive or multiplicative uncertainties in the rational part of the dead-time
system is studied.
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3.1 H2 optimization

The solution to theH2 (LQG) problem for the dead-time systems has been known for at least 20
years (Kleinman, 1969). Thus, our goal is this subsection is not to present new results, but rather
to show that the parametrization of the closed-loop transfer matrices in Theorem 1 enables
one to obtain the solution using remarkably simple arguments. Moreover, we shall explicitly
characterize the deterioration (with respect to the delay-free case) of the H2 performance due
to the delay in the loop.

First, to guarantee the boundedness of the H2 norm assume that D11 = 0. Consider the
closed-loop transfer matrix (7). This parametrization has an important property that the two
terms in its right-hand side are orthogonal inH2. Indeed, the first term has the impulse response
with support in the interval [0, h], whereas the second—in [h,∞). Consequently, for every
stabilizing controller one can write:

‖F`
(
P, e−shK

)
‖2H2 = ‖Ξ11‖2H2 + ‖e−shF`

(
P̃, K̃

)
‖2H2

= ‖Ξ11‖2H2 + ‖F`
(
P̃, K̃

)
‖2H2 ,

where P̃ and K̃ are defined by (4) and (2), respectively. Since Ξ11 does not depend on the
controller, theH2 optimization for the dead-time system is reduced to that for the finite-dimen-
sional plant P̃. The latter, in turn, can be solved using standard methods (Green and Limebeer,
1995; Zhou et al., 1995).

The reasoning above yields in principle a complete algorithm of calculating both the opti-
mal controller and the optimal cost. The latter will consist of three components: the norm of
Ξ11 and components related to the state feedback and the Kalman filtering. Taking into account
(6), one can see that all these three components depend on the delay h. This conforms well with
the results of Kleinman (1969). On the other hand, the O&P-based structure of the controller
in Theorem 2 has an interesting property: there only the predictor depends on h, whereas the
parameters of the observer and the state feedback do not. This suggests that the optimal H2

cost can also be decomposed into two parts, one of which is a function of h and another one
depends only on the rational part P of the plant. The goal of the rest of this subsection is to
show that this is indeed true.

To clarify the derivation assume without loss of generality (Zhou et al., 1995) that

D ′12
[
C1 D12

]
=
[
0 I

]
and D21

[
B ′1 D ′21

]
=
[
0 I

]
.

Then, the solution of theH2 problem for the plant P̃ requires the following two algebraic Riccati
equations (ARE’s):

XhA+A ′Xh + C ′1C1 − F ′hFh = 0, where Fh
.
= −B ′2Xh,

AYh + YhA
′ + eAhB1B

′
1e
A ′h − LhL

′
h = 0, where Lh

.
= −Yhe

−A ′hC ′2.

The subscript in Xh and Yh emphasizes the dependence of P̃ on h (thus, the delay-free case
corresponds to X0 and Y0, respectively). Note, that Xh = X0 and Yh = eAhY0e

A ′h. The optimal
H2 performance for the generalized plant P̃ is then (Green and Limebeer, 1995, §5.4.2):

J2h = tr
(
eAhB1B

′
1e
A ′hXh + F ′hFhYh

)
= tr

(
B1B

′
1X0 + F ′0F0Y0

)
+ tr

(
B1B

′
1(e

A ′hX0e
Ah − X0) + F ′0F0(e

AhY0e
A ′h − Y0)

)
.

The first term in the last expression is just the optimal H2 performance in the delay-free case,
J20. To handle the second term the following well known result (see, e.g., (Rugh, 1996, Ex. 7.12))
is required:
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Claim 1. LetM be the solution of the Lyapunov equationMAα +A ′αM = Qα. Then

eA
′
αhMeAαh −M =

∫h
0
eA
′
αtQαe

Aαtdt.

It is readily seen that X0 satisfies the Lyapunov equation in Claim 1 subject to Aα = A and
Qα = F ′0F0 − C ′1C1, while Y0—subject to Aα = A ′ and Qα = L0L

′
0 − B1B

′
1. Then,

J2h = J20 + tr
(
F0

∫h
0
eAtL0L

′
0e
A ′tdt F ′0

)
− tr

(
B ′1

∫h
0
eA
′tC ′1C1e

AtdtB1

)
.

Since the last term in the right-hand side above is exactly ‖Ξ11‖2H2 , we get the following lemma:

Lemma 2. The optimal H2 performance achievable in the dead-time system in Fig. 1(b) is

J2opt = J20 +

∫h
0

tr
(
F0e

AtL0L
′
0e
A ′tF ′0

)
dt,

where J20, F0, and L0 are the optimal cost, the optimal state-feedback gain, and the Kalman filter gain,
respectively, in the delay-free (h = 0) case.

The quantity
∫h
0 tr
(
F0e

AtL0L
′
0e
A ′tF ′0

)
dt can thus be thought of as the price of delay in theH2

control.

3.2 Robust stability

Robustness is one of the most important characteristics of any control system. Special care
to the robustness properties should be taken for prediction-based control schemes, since the
prediction is inherently an open-loop process. The Smith predictor, for instance, might become
practically unstable if designed without taking into account modeling uncertainties (Palmor,
1996).

On the other hand, Zwart and Bontsema (1997, §3.3) pointed out that if the nominal plant
P0 is stable, then the Smith predictor K

1−KP0(1−e−sh)
guarantees the same robustness margin

(against additive uncertainties in P0) as its generator K in the delay-free case. Below we shall
show that this property holds in the case of multiplicative uncertainties as well.

The result is actually a straightforward consequence of parametrization (7). To see this,
consider the following three perturbed systems, corresponding to the cases of additive, input
multiplicative and output multiplicative uncertainties, respectively:

P∆,a(s) =
(
P0(s) +W1(s)∆(s)W2(s)

)
e−sh,

P∆,im(s) = P0(s)
(
I+W1(s)∆(s)W2(s)

)
e−sh,

and

P∆,om(s) =
(
I+W1(s)∆(s)W2(s)

)
P0(s) e

−sh,

where the nominal plant P0 is assumed to be stable, the LTI uncertainty ∆ is assumed to belong
to the open unit ball in H∞ but otherwise is arbitrary and W1 and W2 are stable weighting
transfer functions reflecting a-priory information about the uncertainty. It is well known (Zhou
et al., 1995) that a perturbed system is stabilized by a controller K for all ∆ ∈ BH∞ iff the H∞
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norm of the closed-loop system from w to z in Fig. 1(b) (for a specially constructed rational
part of the generalized plant P) is smaller than 1. For the three types of systems P∆,• described
above the generalized plant is to be chosen as follows:

Pa(s) =

[
0 W1(s)

W2(s) P0(s)

]
,

Pim(s) =

[
0 W1(s)

P0(s)W2(s) P0(s)

]
,

and

Pom(s) =

[
0 W1(s)P0(s)

W2(s) P0(s)

]
.

The important common property of these transfer matrices is that their “P11” blocks are zero.
Consequently, Ξ11 in Theorem 1 is zero. Furthermore, since the systems above are stable, one
can trivially chose F = 0 and L = 0 in Theorem 1. One can easily verify that in this case T11 = 0,
T12 = P12, and T21 = P21 and hence the closed loop transfer matrix from w to z becomes

F`
(
P(s), e−shK(s)

)
= e−sh P12QP21 = e−sh F`

(
P(s), K̃(s)

)
,

where K̃ is defined by (2). Since e−sh is inner, we finally get:

‖F`
(
P(s), e−shK(s)

)
‖H∞ = ‖F`

(
P(s), K̃(s)

)
‖H∞ .

The equality above says actually that any H∞ norm of the transfer matrix from w to z
achievable for the delay-free system can also be achieved for the dead-time system by a predic-
tor-based controller and this fact does not depend on the delay h. In the context of the robust
stabilization this implies that if the nominal plant is stable, then any robustness margin against
both additive and multiplicative perturbations in the rational part of the plant achievable for
the system without the delay can also be achieved in the presence of a delay.

Note, that above we considered the case of unstructured uncertainties only. The result, how-
ever, is also true for any structured LTI∆’s that fit into the “complex µ” framework. This follows
from the fact that the inner e−sh is scalar and thus does not affect the lower bound of µ, which,
in turn, is equal to µ itself (Zhou et al., 1995, Theorem 11.4).
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